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Abstract

The thesis encapsulates the central project of my PhD studies. In this work, we

present the multi-point probability distribution of the totally asymmetric exclusion

process (TASEP) in a half-space, starting from a general deterministic initial condi-

tion. More precisely, let h(t, x) denote the height function of TASEP at position x

and time t; we provide an explicit formula for

P(h(t, y1) ≤ s1, . . . , h(t, ym) ≤ sm), t ≥ 0.

The formula presented is well-suited for scaling limit analysis. By applying a 1:2:3

scaling, we derive the probability distribution for the half-space KPZ fixed point,

which is conjectured to represent the universal process for the limit of the KPZ

universality models restricted to a half-space.

Additionally, we introduce a new formula for the full-space TASEP, starting from

a general initial condition, as originally derived in [MQR21].
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Chapter 1

Introduction

1.1 Lateral growth process and the KPZ univer-

sality class

Many problems in physics involve modeling surface growth, such as modeling the

growth of bacterial surfaces, the accumulation of crystals, and the spread of fire. All

these surface growths share some common features. First, the dynamics are local,

i.e., object at one point only feels the interaction from its neighbors; the high points

propagate to further places; the surface is rough (experimentally).

A famous discrete model for modeling such lateral growth is called ballistic aggre-

gation model. This is a continuous-time surface growth model on an integer lattice

with the following rules. Let h(x, t) ∈ Z be the height function of the process at

position x ∈ Z and at time t ∈ R. Above every position x, there is an indepen-

dent Poisson process N(t)x. When the Poisson clock rings, there is a box drop-

ping from the air, and one of the following cases happens: 1. It stacks on top of

the box at x, so h(t, x) = h(t−, x) + 1, or 2. It sticks to one of the neighboring

boxes, so h(t, x) = max{h(t−, x − 1), h(t−, x + 1)}. So the total rule is just that

h(t, x) = max{h(t−, x− 1), h(t−, x) + 1, h(t−, x + 1)}, where h(t−, x) is the left limit

at t. Although the model description is easy, it is a model that is hard to study, and

only very few results are known about it.

Kardar, Parisi, and Zhang [KPZ86] introduced the following nonlinear stochastic

PDE for modeling a growth height field h(x, t):

∂th = λ(∂xh)2 + ν∂2
xh +

√
Dξ,

where λ, ν,D are parameters of the model, and ξ(t, x), t ≥ 0 is the space-time white

1



CHAPTER 1. INTRODUCTION 2

noise, i.e., it is the distribution-valued Gaussian process with mean zero and covari-

ance:

E[ξ(t1, x1)ξ(t2, x2)] = δ(t1 − t2)δ(x1 − x2).

More precisely,

E[

∫
R++×R

ξ(t, x)f1(t, x)dtdx

∫
R+×R

ξ(t, x)f2(t, x)dtdx] =

∫
R+×R

f1(t, x)f2(t, x)dtdx,

where f1, f2 are smooth functions with compact support.

Making sense of this SPDE is a difficult task, see [HQ18]. However, taking a formal

Cole-Hopf transformation, which is h = νλ−1 log(z), z(t, x) satisfies the stochastic

heat equation with multiplicative chaos.

∂tz = ν∂2
xz + λν−1ξz.

KPZ equation can be approximated by the following discrete particle system called

the asymmetric exclusion process. This is a continuous time Markov process on

{0, 1}Z, with parameter 0 ≤ p ≤ 1. One should think of it as an interacting particle

system on Z such that 1 represents a particle occupying the sites. The dynamics are

the following: there is an exponential clock with rate 1 associated with each particle;

when the clock rings, the particle jumps to the right with probability p and jumps

to the left with probability (1 − p). When the direction is determined, the particle

checks whether its target site is empty. If the site is not empty, then the jump is

blocked and the clock starts to count again; if the site is empty, then the particle

performs the jump. This model is easier in the sense that some observables of the

model can be directly computed. It turns out such an interacting particle system has

a natural view as surface growth models. Let η(x), x ∈ Z be the occupation variable,

i.e. η(x) = 1 if there is a particle at site x, and η(x) = 0 if there is no particle at site

x. Let h(0, 0) = 0, and h(x, 0)− h(x− 1, 0) = 1 if there is a particle at x and is −1 if

there is no particle at x. Thus, there is a simple random walk-type path associated

with each particle configuration (given h(0, 0) = 0). The dynamics reflected on the

height function are local maxima flipped to local minima and local minima flipped to

local maxima.

In [TW08],[TW10], a certain type of probability distribution can even be com-

puted: Let Y = {y1, ·, yN} with y1 < · · · < yN be the initial configuration of the
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particles, let X = {x1, · · · , xN} be a possible configuration of the system at time t.

Tracy and Widom give the probability distribution for

PY (X; t),

which is the probability that the system starting with N particles at Y and being at

position X at time t. The formula is only suitable for asymptotic analysis for certain

types of initial configurations.

Now we yield one more step and consider a particular case of ASEP, that is, the

case p = 0. In this case, particles can only jump to the right, which is called the

totally asymmetric exclusion process (TASEP), which was first introduced by Spitzer

[Spi70]. For a precise definition and properties, see [Lig85, Lig99]. In [Sch97], Schutz

gave an explicit formula for TASEP that is of the same type as above PY (X; t), using

the coordinate Bethe ansatz method. The date comes earlier since we are going to a

simpler model. The formula that Schutz derived at the time is also not quite for the

scaling limit.

Near 2000, Johansson solved the TASEP starting from the narrow wedge condi-

tion, i.e. initially, all the particles are at negative integer sites and the positive integer

sites are empty. Johansson relates the model to the probability of last passage per-

colation and further to random matrix probabilities. The result is
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Theorem 1.1.1. [Joh00] We start TASEP with all negative integer sites being occu-

pied by particles. Let Y (k, t) be the number of particles to the right of k at time t.

For each u ∈ [0, 1),

lim
t→∞

P(Y ([ut], t)) ≤ t

4
(1− u)2 +

(1− u)2/3

(1 + u)1/3
ξt1/3 = 1− F (−ξ),

where F (x) is the Tracy-Widom GUE distribution.

The model is solved by relating it to exponential last passage percolation (LPP),

which is the limit of geometric LPP, whose value can be derived algebraically through

the RSK mapping. We will introduce some of the models later; for now, we continue

with the development of TASEP. After [Joh00], people managed to solve TASEP with

other initial conditions.

Theorem 1.1.2. [Sas05, BFPS07] We start TASEP with the initial condition that

all the even sites are occupied and all the odd sites are empty.Let xi(t) be the position

of i-th particle at time t. i-th particle is placed at −2i initially. Then

lim
t→∞

P(x[t/4](t)≤−st1/3) = F1(2s)

where F1 is the Tracy-Widom GOE distribution.

The method is by rewriting Schutz’s formula as a non-intersecting line ensemble

[Sas05] [BFPS07]. The probability is given as the Fredholm determinant implicitly,

in the sense that the kernel is the solution of a bi-orthogonalization, from which

the transition probability can be derived. Under some special initial conditions, the

biorthogonalization problem is solved [BFP07][BFS08][BFPS07].

Another type of initial condition is also solved with a method similar to [Joh00],

which is the stationary initial condition.

Theorem 1.1.3. [BFP10] We start TASEP with the following random initial condi-

tion. Independently, each site is occupied by a particle with probability 1/2 and empty

with probability 1/2, then

lim
t→∞

P(x[t/4](t) ≥ t/4− t1/3s/21/3) = FBaik−Rains(s)

where FBaik−Rains(s) is the Baik-Rains distribution.

It is worth mentioning that both theorems above are proved with general density

cases. Also, both theorems proved that the TASEP height function converges as
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a random process in the large-time limit, i.e. they proved the convergence of the

multi-point height probability distribution:

P(h(t, x1) ≤ r1, · · · , h(t, xn) ≤ rn)

after proper rescaling.

Eventually, TASEP is solved with general deterministic initial conditions in [MQR21].

Theorem 1.1.4. Assume that the TASEP initial condition X0 satisfies X0(j) = ∞
for all j ≤ 0. Then for any distinct positive integers n1, · · · , nm and t ≥ 0,

P(Xt(nj) > aj, i = 1, · · · ,m) = det(I −KTASEP
t )l2({n1,··· ,nm}×Z),

where KTASEP
t is some explicit kernel.

The importance of the theorem is that solving the model with enough initial

conditions allows us to access the limiting universal process. It is believed that for

surface growth models with similar types of mechanisms (smoothing, sticking effect,

local dynamics), they will all converge to the same random process in the large time

limit, independent of the exact local randomness and dynamics. In order to access

this limiting process, the most straightforward method is to solve the discrete model

and take the scaling limit, just like De Moivre and Laplace solved the sum of i.i.d.

Bernoulli trials and derived the central limit theorem. In the same paper [MQR21],

the existence of the KPZ fixed point h(t, x), the conjecturally universal process, is

established, and its one-time distribution

P(h(t, x1) ≤ r1, · · · , h(t, xn) ≤ rn)

is derived. As a space-time random process, it is natural to ask what the multi-time,

multi-point distribution

P(h(t1, x1) ≤ r1, · · · , h(tn, xn) ≤ rn)

is, which is given in Liu [Liu22], and Johansson and Rahman [JR21].

Furthermore, TASEP can be thought of as evolving according to some random

exponential field. Here we introduce the exponential last passage value problem. We

first establish the following relation between TASEP and last passage percolation. We

stack the space of the TASEP height function with boxes; see figure (1.2). Each box



CHAPTER 1. INTRODUCTION 6

is identified by its center coordinates and is associated with an exponential random

variable with mean 1. Now we can define the last passage value between two points:

L(x, r; y, s) = max
Π

∑
i

ωΠ(i)

where Π(i) is a Southwest-Southeast path with step size 1, connecting (x, r − 1) and

(y, s+ 1). Now we can state the connection between the TASEP and LPP problems:

Lemma 1.1.5. Assume we start TASEP from the initial configuration h0 with a local

maximum at (x1, r1), · · · (xn, rn), then

P(h(t, y1) ≤ r1, · · · , h(t, ym) ≤ rm) = P(max
i,j
{L(xi, ri; yj, sj) ≤ t)}

x

y

(y1, s1)

(y2, s2)

(x1, r1)

(x2, r2)(x3, r3)

Figure 1.1: TASEP and LPP

With this point of view of TASEP, we can think of TASEP as evolving in these

random exponential fields. Then one could ask what the probability is of different

TASEP height functions running through the same random fields. Although there

is no explicit formula for these objects, Dauvergne, Ortmann, and Virag [DOV22]

constructed the directed landscape which characterize the limit of last passage values

of the random field.

Theorem 1.1.6. The directed landscape is a random continuous function L from
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{(x, s; y, t) ∈ R4 : s < t} → R satisfying the metric composition law

L(x, r; y, t) = max
z∈R
L(x, r; z, s) + L(z, s; y, t) for s ∈ (r, t)

with the property that L(·, ti; ·, ti + s3i ) are independent Airy sheets of scale si for any

set of disjoint time intervals (ti, ti + s3i ).

For now, the directed landscape contains most information about the limiting

process. Now we want to bring the same story to the half-space domain. Before we

continue, we introduce another solvable model that also plays an important role in

accessing the limiting process.

Polynuclear growth model (PNG) is a continuous-time Markov process whose

state space is the set of upper semi-continuous functions h : R → Z ∪ {−∞}. The

dynamics have two parts. First, the height function spreads in two directions, i.e.,

h(x) = sup|y−x|≤t h(y). Second, we think that there is a space-time Poisson point

process with rate 2. If (t0, x0) is a point in the process, then the height function h

increases by one at time t. If we start the PNG model with the initial condition that

h(0, x) = 0 if x = 0 and −∞ if x ̸= 0, then the problem is equivalent to the famous

Ulam problems [Ula61]. The problem is: given a permutation of πN of 1, 2, · · · , N ,

let l(πN) be the length of the longest increasing subsequence in πN(1), ·, πN(N). The

question is what is the behavior of l(πN) as N → ∞ for a uniformly chosen πN? In

[BDJ99], they gave a firm answer that

Theorem 1.1.7.

lim
N→∞

P(
l(πN)− 2

√
N

N1/6
≤ x) = F (x)

where F (x) is the Tracy-Widom distribution.

Later, [PS02] we show the convergence of the height function to the Airy process

and Airy line ensemble, which are the central objects in the theory, see [CH14, AH23].

1.2 Half-space models

We first describe the three models: TASEP, Exponential LPP, and the PNG model

in the half-space. The half-space TASEP with rate α is a continuous-time Markov

process on Z+. Particles jump to the right in continuous time at rate 1 with exclusion.

There is a reservoir of an infinite number of particles at the origin, and the particles

jump to site 1 at rate α if the site 1 is empty. Let η : N → {0, 1} be the occupation
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variables. ηt(x) is 1 if there is a particle at position x at time t and 0 otherwise. For

finite range f : {0, 1}N → R, the generator is given by:

Lf(η) = α(f(1, η2, η3, · · · )− f(η1, η2, · · · )) +
∑
x∈Z+

ηx(1− ηx+1)(f(ηx,x+1)− f(η))

where ηx,x+1 is obtained by switching the occupation variables η at sites x and x+ 1.

There is also the height representation h(t, x), x > 0, where

h(t, x) =

 −2J0,t −
∑x

i=1(1− 2ηt(i)), x ≥ 1

−2J0,t, x = 0

where J0,t is the number of new particles that have entered the positive real line up

to time t. Similarly, the half-space PNG model is also restricted to the positive real

line, and then along the timeline at x = 0, there is a one-dimensional Poisson point

process with rate α which represents the nucleation happening at the origin. For the

exponential LPP problem, let (wn,m)n≥m≥0 be a sequence of independent exponential

random variables with rate 1 when n ≥ m + 1 and with rate α when n = m. The

exponential last passage percolation time on the half-quadrant, denoted by H(n,m),

is defined by

H(n,m) = wn,m +

max{H(n− 1,m), H(n,m− 1)} if n ≥ m + 1

H(n,m− 1) if n = m

with H(n, 0) = 0. The correspondence between the half-space TASEP and expo-

nential LPP also exists in the half-space: We stack the space of the TASEP height

function with boxes; see figure (1.2). Each box is identified with its center coordinates

and is associated with some exponential random variables. We define

ωi,j ∼


Exp(1), if i ̸= 0, hfinal(i) < j < hinit(i)

Exp(α), if i = 0, hfinal(i) < j < hinit(i)

0, otherwise .

Now we can define the last passage value between two points:

L(x, r; y, s) = max
Π

∑
i

ωΠ(i)
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where Π(i) is a Southwest-Southeast path with step size 1, connecting (x, r − 1) and

(y, s + 1). Now we can state the connection between the TASEP and LPP problem:

Lemma 1.2.1.

P((x1, r1; · · · ;xn, rn)t ≤ {y1, s1; · · · ; ym, sm}) = P(max
i,j
{L(xi, ri; yj, sj)} ≤ t).

x

y

α

α

(y1, s1)

(y2, s2)

(x1, r1)

(x2, r2)(x3, r3)

Figure 1.2: Half-space TASEP and LPP

The earliest studied half-space models in the KPZ universality class are sym-

metrized LPP with geometric weights, in [BR01c, BR01b, BR01a], where the phase

transition of the one-point distribution at the diagonal has been established. The

large time behavior of the model depends on the size of the parameter. There is

a critical value of the parameter in different models. In the Poisson LPP problem

which Baik and Rains consider, it is 1. If we properly scale the height function, in

the case that 0 ≤ α < 1 (sub-critical case), the fluctuation is of order N1/3 and has

Tracy-Widom GSE distribution; if α = 1, the fluctuation is of order N1/3 and has

Tracy-Widom GOE distribution; if α > 1 (super-critical case), the fluctuation is of

order N1/2 and has Gaussian distribution. The N1/2 is non-KPZ fluctuations. This

is purely due to the effect of the central limit theorem: the effect of the diagonal is

too large that the last passage value behaves like the sum of i.i.d. random variables

on the diagonal. Furthermore, depending on whether the position is away from the
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origin or not, one can see all different types of limiting distributions. It is interesting

that the Tracy-Widom GSE distribution is not present in the full space models.

Further, [SI04] study the PNG model in half-space, in which they studied the

multipoint distribution of the model, with or without nucleation at 0. The fluctuation

of the process near the origin gives the symplectic-unitary transition in random matrix

theory in the subcritical case and gives the orthogonal-unitary transition in the critical

case [FNH99].

Later, the exponential last passage percolation in the first quadrant is studied

in [BBCS18b, BBCS18a]. They start from the geometric LPP problem, scale it to

the exponential LPP, then adopt asymptotic analysis. They derive the multi-point

distribution of a process that interpolates between the symplectic-unitary regime and

orthogonal-unitary regime. That requires a weak scaling of the parameter α around

its critical value, so that in the limit, one still sees the effect of boundary injection.

It is worth mentioning that, from the point of view of lateral growth, all three

models are equivalent to solving the model from the narrow wedge initial condition.

In terms of half-space TASEP, that is to say, the model starts with all sites being

empty initially.

For TASEP starting from the product Bernoulli initial condition, which is equiva-

lent to the half-space stationary LPP model, which is studied in [BFO20, BFO22]. In

these two cases, the formula is derived using that the half-space LPP with geometric

weights is a marginal of the Pfaffian Schur process; for more about the Pfaffian Schur

process, see [BR05, BBNV18, SI04].

There are a lot of other models in the KPZ universality class that are studied in the

half-space. For example, polymer model with wall [BLD21, Sep12, BBC16, BCD23,

DZ24], stochastic six-vertex model in the half quadrant [BBCW18, GdGMW24],

the half-space ASEP [BC24, He24, Par19], the half-space KPZ equation [BKLD20,

DNKLDT20, BKLD22, KL20], the half-space MacDonald process [BBC20], and many

algebraic structures related to half-space models [IMS22, IMS23, Ass23]. For more

studies related to the properties of models in the half-space, see [He22, FO24, Che24].

The invariant measure of the half-space TASEP is an interesting problem. The

product of Bernoulli(α) measure is invariant for the half-space TASEP with origin

rate α, the proof is essentially in [Lig77][Lig75]. Invariant measures are not unique;

see [Gro04]. Other invariant measures can be derived using the invariant measure

for open ASEP models, which is studied in [BCY24][WWoY24]. For more studies on

invariant measures for half-space models, see [BD22][BC23][CK24][Cor22].

TASEP under other geometries is also studied; for example, TASEP in the periodic
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domain is studied in [BL21, BLS22, Lia22].

From the point of view of the full space development, one wants to investigate the

conjectural limiting process in half-space, which should be the scaling of all the KPZ

universality class models in half-space. In order to define the process using explicit

transition probability, one wants to solve the model with more initial conditions,

which is the main problem that is going to be addressed in this thesis. We solve

the half-space TASEP starting from a general deterministic initial condition. Thus,

one can take the scaling limit of the model and access the transition probability

of the limit process, which is the half-space KPZ fixed point. Various aspects

of the half-space KPZ fixed point are already known from the previous work. The

probability distribution of the half-space fixed point starting from a narrow wedge

initial condition is in [BBCS18b, BBCS18a], which is a Fredholm Pfaffian with kernel

Kcross, which should be thought of as the half-space Airy2 process, and the kernel in

[BFO22] is the half-space Airy stat process.

1.3 Method and organization of the thesis

We will solve the half-space TASEP with a general deterministic initial condition.

Consider a continuous-time Markov process Xt in measurable state space (S,S) with

the generator L. For any A ∈ S, x ∈ S, the Markov transition function Pt(x,A)

satisfies the Kolmogorov backward equation:(∂t − L)Pt(x,A) = 0,

limt→0 Pt(x,A) = 1x∈A.
(1.1)

If we can find a function P̃t(x,A) that satisfies (1.1) and show that the solution

is unique, then the function P̃t(x,A) must be the transition density of the Markov

process. This enables a guess-and-check approach to find the transition probability.

We will use this general scheme to prove a new formula for full space TASEP and

solve the one-time, multi-point Half-space TASEP with a general deterministic initial

condition. The formula is largely inspired by [MQR21][NQR20][BBCS18b][BBCS18a].

In the first paper, it reveals the key philosophy that ”initial conditions should come in

as hitting probability.” From the second paper, the Kolmogorov equation is verified

for full space TASEP. In the last two papers, many important ingredients of the half-

space formula are present. The formula we give can be characterized loosely by ”path

integral formula from [BBCS18b] with hitting probability.”
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In Chapter 2, we present a new formula for the full-space TASEP. In Chapter

3, we solve the half-space TASEP. In both cases, we present a one-point formula

first; this is mainly because going from a general one-point to a multi-point formula

is normally not difficult for KPZ universality models, but the notations and indices

become more complicated. We present the full-space formula first because almost

all the mechanisms in full space are used in half-space, and the full-space formula is

simpler and easier to understand. Thus, one does not waste much time even if they

are only interested in half-space formulas.

In Chapter 4, we take the scaling limit of the half-space TASEP and derive the

formula and existence of the half-space KPZ fixed point.

1.4 List of symbols

There are many small variables and notations in this thesis. We summarize them in

this section for quick reference.

• Peaks positions (2.2):

(x⃗, h⃗) = (x1, h1;x2, h2; · · ·xn, hn)t, x1 < · · · < xn.

• Trough positions (2.3):

{y⃗, s⃗} = {y1, s1; y2, s2; · · · ym, sm}, y1 < · · · < ym.

• Primordial peak (2.5):

xprim =
hn − h1 + xn + x1

2
, hprim =

h1 + hn + xn − x1

2
.

• ui (number of up wedges from peak xi to xi+1); di (number of down wedges

from peak xi to xi+1); u is the distance from the primordial peak to the first

peak; d is the distance from the primordial peak to the last peak (2.6):

ui = (xi+1 − xi + hi+1 − hi)/2, di = (xi+1 − xi − hi+1 + hi)/2,

u =
n−1∑
i=1

ui, d =
n−1∑
i=1

di, uij =

j−1∑
k=i

uk, dij =

j−1∑
k=i

dk.
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• Given a trough configuration {y⃗, s⃗}, u′
i, d

′
i are u, d parameterized by (y⃗, −⃗s)

(2.63). More precisely,

u′
i = (yi+1 − yi − si+1 + si)/2, d′i = (yi+1 − yi + si+1 − si)/2,

u′ =
n−1∑
i=1

u′
i, d′ =

n−1∑
i=1

d′i, u′
ij =

j−1∑
k=i

u′
k, d′ij =

j−1∑
k=i

d′k.

• Cone Cx,y, C
x,y (3.4),(3.3):

Cx,y = {(a, b) ∈ Z2 : b ≥ |a− x|+ y},

Cx,y = {(a, b) ∈ Z2 : b ≤ −|a− x|+ y}.

x

y

(x, y)

(a) Cone Cx,y

x

y

(x, y)

(b) Cone Cx,y

Figure 1.3: Cone graph

• lp,q(x⃗, h⃗), rp,q(x⃗, h⃗) are the distances from the primordial peak of (x⃗, h⃗) to the

left and right sides of the cone Cp,q, respectively (3.5):

lp,q(x⃗, h⃗) := (hn − q + xn − p)/2, rp,q(x⃗, h⃗) := (h1 − q − x1 + p)/2.

• Full space one-point. l = l0,0(x⃗, h⃗), r = h0,0(x⃗, h⃗) (2.7):

l = (xprim + hprim)/2, r = (hprim − xprim)/2.
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• Full space multi-point. li = lyi,si(x⃗, h⃗), ri = ryi,si(x⃗, h⃗) (2.66):

li = (xprim + hprim − yi − si)/2, ri = (hprim − si − xprim + yi)/2

• Half space one-point. l = l0,s−y(x⃗, h⃗), r = r0,s−y(x⃗, h⃗), l′ = l0,−xn−hn(y,−s),
r′ = r0,−xn−hn(y,−s) in half-space (3.10):

l = (hn + xn − s + y)/2, r = (h1 − x1 − s + y)/2,

l′ = (−s + y + xn + hn), r′ = (−s− y + xr + hn)/2.

Notice l = l′, thus we actually never use l′.

Abuse of notation: We use both l, li, r, ri in full-space and half-space, but

they have different definitions. However, there should be no confusion since

one is only used in the full-space chapter, and the other is only used in the

half-space chapter.

• Half space multi-point. li = l0,si−yi(x⃗, h⃗), ri = r0,si−yi(x⃗, h⃗), l′i =

l0,−xn−hn(yi,−si), r′i = r0,−xn−hn(yi,−si) in half-space (3.10):

li = (hn + xn − s + y)/2, ri = (h1 − x1 − s + y)/2,

l′i = (−s + y + xn + hn), r′i = (−s− y + xr + hn)/2.

• ‘Hitting operator’ (2.8):

W = (I −W01
t
W1,21

t
W2,3 · · · 1

t
Wn−1,n1

t
Wn+1), n > 1;

W = 1t, n = 1;

Wi,i+1 = a−uia−di
∗ , W0 = au, Wn+1 = ad∗.

• Some auxiliary ‘W’ type operator (2.17):

Wi,j = Wi,i+11
t
Wi+1,i+2 · · ·Wj−2,j−11

t
Wj−1,j, i + 1 < j.

• ‘Differential operator’ a, a∗ (2.9):

a = 1− 2D, a∗ = 1 + 2D.
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• ‘Integral operator’ a−1, a−1
∗ (2.10):

a−1(x, y) =
1

2
e(x−y)/21x≤y, a−1

∗ (x, y) =
1

2
e(y−x)/21y≤x.

• Indicator function 1a
b (2.11):

1a
b (x) = 1b<x<a.

If a is ∞ or b is −∞, it will be omitted; if the endpoint is included, it will be

1, 1 or 1.

• Differential and integral operators appear in half-space (3.6):

b = 2α− 1− 2D, b∗ = 2α− 1 + 2D.

For α ̸= 1
2
,

b−1(x, y) = 1
2
e(2α−1)(x−y)/21x≤y, b−1

∗ (x, y) = 1
2
e(2α−1)(y−x)/21y≤x.

For α = 1
2
,

b−1
∗ (x, y) = −1x<y + 1x≥y, b−1(x, y) = 1x<y − 1x≥y.

• Composition of b−1 and b−1
∗ . (3.13):

For 0 < α < 1
2
,

b−1b−1
∗ (x, z) = 1x≥z

1
4(2α−1)

e(1−2α)(x−z)/2 + 1x<z
1

4(2α−1)
e(1−2α)(z−x)/2.

For α = 1
2
,

b−1b−1
∗ (x, z) = 1

4
((x− z)1x≥z + (z − x)1x<z).

• b−1Db−1
∗ (3.14):

b−1Db−1
∗ := Db−1b−1

∗ = b−1b−1
∗ D.

• Modification of W used in half-space (3.11):

V = ar−l
∗ b−1

∗ Wal−r
∗ b∗,

V ′ = b−1
∗ ar

′−l
∗ 10a

l−r′

∗ b∗.
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Some combination of V and W (3.23):

V0 = ar−l
∗ b−1

∗ W0, V0,i = V01
t
W1,i for 1 < i ≤ n,

Vn+1 = Wn+1a
l−r
∗ b∗, Vi,n+1 = Wi,n1

t
Vn+1, for 1 ≤ i < n.

• A notation for parametrization of matrix (3.22):(
−S DS

D−1S −S

)
y,s

:=

(
−Sr,r′

0,0 DSl,r+r′−l
1,−1

D−1Sr+r′−l,l
−1,1 −Sr′,r

0,0

)
,(

S DS

D−1S S

)
y,s

:=

(
Sr′,r
0,0 DSl,r+r′−l

1,−1

D−1Sr+r′−l,l
−1,1 Sr,r′

0,0

)
.

• Si,j kernel in full space (2.13):

Si,j(x, y) = 1x+y≥0 · si,j(x, y),

si,j(x, y) =

∫
Γ

e−(x+y)w (1 + 2w)j

(1− 2w)i
dw

2πi
.

• Si,j
a,b kernel in half space (3.9):

si,ja,b(x, y) =

∫
Γ

e−(x+y)w (1 + 2w)j(2α− 1 + 2w)b

(1− 2w)i(2α− 1− 2w)a
dw

2πi
,

Si,j
a,b(x, y) = si,ja,b(x, y)1x+y≥0.

• S kernel with Dirac delta function (2.2.13):

Bn,m(x, y) = 2sn,m(x, y) · δ0(x + y).

• S̃ space (2.44):

S̃ = {Si,jf | f ∈ L2([0,∞))}.



Chapter 2

Full-space TASEP with a general

initial condition

2.1 Models and notation

TASEP is a continuous-time Markov process on state space Ω = {0, 1}Z. One notation

for the configuration is the occupation variable η = {ηj, j ∈ Z|ηj ∈ {0, 1}}. The

dynamics of TASEP is that each particle jumps to the right site after an exponential

1 amount of waiting time, provided that the right site is empty. More precisely, let

f : Ω → R be a function that only depends on a finite number of coordinates, the

backward generator of the TASEP is given by

Lf(η) =
∑
j∈Z

ηj(1− ηj+1)(f(ηj,j+1)− f(η)), (2.1)

where ηj,j+1 is the configuration that ηj and ηj+1 values are switched.

We will use another set of observables to record TASEP configurations. We are

interested in the following probability distribution:

P(h((t, x;hinit) ≤ hfinal(x)).

There are slightly different assumptions on the types of functions hinit and hfinal that

are allowed. We will always assume that the configuration hinit(t, x) that is evolving

has a finite number of peaks (local maxima) and hinit(t, x)→ −∞ as x→∞. hfinal(x)

has a finite number of troughs (local minima) and hfinal(x) → ∞ as x → ∞. Under

these assumptions, hinit(t, x) is uniquely determined by the positions of the peaks xi

17
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and the heights of the peaks hi at time t. We use notation

(x⃗, h⃗) = (x1, h1;x2, r2; · · ·xn, hn)t, x1 < · · · < xn (2.2)

to denote it. If a tuple (x⃗, h⃗) represents a configuration of TASEP, it satisfies the

following parity constraints: xi + hi all have the same parity; |hi+1 − hi| < xi+1 − xi.

Similarly, hfinal(x) is uniquely determined by the position of the troughs yi and the

heights of the troughs si. We use notation

{y⃗, s⃗} = {y1, s1; y2, s2; · · · ym, sm}, y1 < · · · < ym. (2.3)

Here yi + si all have the same parity and |si+1 − si| < yi+1 − yi. The final condition

does not have an index t as it does not depend on time. Given this notation, we can

write the generator L as the sum of n pieces:

Lf(x⃗, h⃗) =
n∑

i=1

Lxi
f(x⃗, h⃗) (2.4)

with the obvious meaning that Lxi
f is the f evaluated at the configuration obtained

from a flip at xi, subtracting the f evaluated at the original configuration.

We now develop some notations for further discussion. Each such initial config-

uration can be thought of as having been obtained through a sequence of downward

flips from the primordial peak configuration, which we denote as (xprim, hprim)t, where

xprim =
hn − h1 + xn + x1

2
, hprim =

h1 + hn + xn − x1

2
. (2.5)

We will refer to this configuration as the primordial peak that corresponds to (x1, h1; · · ·
xn, hn)t. See Figure (2.1), the point (3, 11) is the primordial peak for the configuration

(0, 8; 2, 8; 5, 9). Now we want to introduce another set of variables that record the rel-

ative position of peaks with respect to the primordial peak. Let ui, di be the number

of wedges that go upward and downward from the peak xi to xi+1, respectively. More

precisely,

ui = (xi+1 − xi + hi+1 − hi)/2, di = (xi+1 − xi − hi+1 + hi)/2. (2.6)

Now, the configuration (x1, h1; · · · ;xn, hn) is equivalently parameterized by the pri-
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x

y

l
=
6

r
=
3

u = 3 d = 2

(2, 9)

Figure 2.1: Configuration (−1, 6; 4, 7; 1, 96) with the primordial peak (2, 9)

mordial peak and all ui, di. We define

u = u1 + · · ·un−1, d = d1 + · · · dn−1.

It is easy to see that u is the distance from the primordial peak to the first peak, and

d is the distance from the primordial peak to the last peak; see Figure (2.1).

We also want to define

l = (xprim + hprim)/2, r = (hprim − xprim)/2. (2.7)

l is the signed distance from the primordial peak to the line y = −x, and r, which is

the signed distance from the primordial peak to the line y = x.

We want to define the following ”operator product ansatz” kernel associated with

configuration (x1, h1; · · · ;xn, hn). When n > 1, we define operator W : S(R) →
S ′(R),

W = (I −W01
t
W1,21

t
W2,3 · · · 1

t
Wn−1,n1

t
Wn+1), n > 1

W = 1t, n = 1

Wi,i+1 = a−uia−di
∗ , W0 = au, Wn+1 = ad∗,

(2.8)

where

a = 1− 2D, a∗ = 1 + 2D. (2.9)

D is the differential operator, in the distributional sense. a−1, a−1
∗ are integral oper-

ators with the kernels

a−1(x, y) =
1

2
e(x−y)/21x≤y, a−1

∗ (x, y) =
1

2
e(y−x)/21y≤x. (2.10)
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Notice that aa−1(x, y) = a∗a
−1
∗ (x, y) = δ(x− y), in the distribution sense.

1
t

is the projection operator with the following multiplication kernel,

1a
b (x) = 1b<x<a. (2.11)

We use 1, 1, and 1 whenever the endpoints are included, and a or b are omitted if

they are ∞ or −∞, respectively. The index in W0,Wn+1 does not have meaning; it

is simply for notational convenience.

Let us also introduce our notation for the Dirac delta function and Bra-Ket nota-

tion. δt(x) is the Dirac delta function at t. We will often omit the subscript when it

is 0. |δt⟩ ⟨δt| is the operator with integral kernel δ0(x− t)δ0(y − t). ⟨δt| f just means

f(t). For an integral operator K with kernel K(x, y), ⟨δt|K |δt⟩ = K(t, t). We also

use the notation ⟨f | to denote an operator that acts by taking the inner product with

f .

We will be more precise about what is W , i.e. on which space the operator acts.

We will discuss it in detail in later sections.

2.2 One-point distribution

Theorem 2.2.1. Assume that we start the full-space TASEP with the initial config-

uration having peaks at (x1, h1; . . . , xn, hn). The probability that at time t it is below

the configuration {0, 0} is given by:

P((x1, h1; . . . ;xn, hn)t ≤ {0, 0}) = det(I − Sl,rWSr,l)L2([0,∞)), (2.12)

where W is defined in (2.8) . Si,j is an integral operator from L2([0,∞)) → L2(R)

with the following kernel:

Si,j(x, y) = 1x+y≥0 · si,j(x, y),

si,j(x, y) =

∫
Γ

e−(x+y)w (1 + 2w)j

(1− 2w)i
dw

2πi
,

(2.13)

where Γ is a simple, positively oriented loop that includes w = 1/2.

Remark 2.2.2. For complete mathematical rigor, the 1x+y≥0 in the Si,j(x, y) is inter-

preted as the limit of a sequence of smooth approximations of the indicator function

ϕn(x + y) such that for any ε > 0, for large enough n, ϕn(x) = 1 for x > ε and

ϕ(x) = 0 for x < −ε, and ϕ′(x)→ δ(x) in the distributional sense.
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We will prove in the next section that:

Proposition 2.2.3. The kernel in (2.12) is well-defined and is a trace-class operator

on L2([0,∞)).

We will prove the theorem after we study some properties of the kernel in the next

section.

Given Theorem (2.2.1), it is easy to state and prove the general one-point proba-

bility distribution, due to the fact that TASEP is translation invariant.

Corollary 2.2.4. If we start the TASEP from the initial configuration (x1, h1 · · ·xn, hn),

the probability that at time t it is below the configuration {y, s} is given by:

P((x1, h1 · · · xn, hn)t) ≤ {y, s}) =

det(I − Sly ,ry(I −W01
t
W1,21

t
W2,3 · · · 1

t
Wn−1,n1

t
Wn+1)S

ry ,ly)L2([0,∞)),
(2.14)

where ly = (xprim + hprim − y − s)/2, ry = (hprim − s− xprim + y)/2, and W is defined

in (2.8), parameterized by (x1, h1; · · · ;xn, hn).

Proof. Since

P((x1, h1 · · ·xn, hn)t) ≤ (y, s)) = P((x1 − y, h1 − s · · ·xn − y, hn − s)t) ≤ (0, 0)),

we plug the new parameter into Theorem (2.2.1); notice that Wi,j only records the

relative position and relative height between peaks, so they remain unchanged.

2.2.1 Properties of the kernel

As discussed in Remark (2.2.2), the kernel in (2.12) actually given by

lim
n→∞

Sl,r
ϕn
WSr,l

ϕn
(2.15)

where Sl,r
ϕn

is the operator with kernel sl,r(x, y) · ϕn(x + y). The main point of this

section is to show two transformations on the kernel, which are useful to deduce that

the kernel (2.15) is well-defined and trace-class from L2([0,∞))→ L2([0,∞)).

Before we begin to prove the theorem, we establish certain properties about the
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kernel. There are a few simple facts about the kernel. Recall

W = I −W01
t
W1,21

t
W2,3 · · · 1

t
Wn−1,n1

t
Wn+1.

Wi,i+1 = a−uia−di
∗ , W0 = au, Wn+1 = ad∗

si,j(x, y) =

∫
Γ

e−(x+y)w (1 + 2w)j

(1− 2w)i

Si,j(x, y) = si,j(x, y)1x+y≥0.

(2.16)

1. There are the same numbers of a∗ and a−1
∗ ; a and a−1 in W , and they all

commute. Thus, if all indicator functions 1
t

are not present, W = 0.

2. All differential operators (a, a∗ with positive powers) are present in W0 and

Wn+1. All integral operators (a, a∗ with negative powers) are in Wi,i+1.

3. Si,j = 0 if i ≤ 0, because the integrand is analytic in w and contains no poles

inside the contour.

4. Si,j(x, y) is an operator that depends only on x + y. Thus, we have

DSi,j = −Si,jD.

where the equality is taken in the distributional sense. We define some notions for

sequences of W operators for the convenience of the discussion.

Wi,j = Wi,i+11
t
Wi+1,i+2 · · ·Wj−2,j−11

t
Wj−1,j, 0 < i + 1 < j < n + 1;

W0,i = W01
t
W1,2 · · ·Wi−1,i, i < n;

Wj,n+1 = Wj,j+11
t · · ·Wn−1,n1

t
Wn+1, 0 < j.

(2.17)

For a−1, a−1
∗ , we have the following simple but useful lemma:

Lemma 2.2.5. As an operator from L2(R)→ L2(R), for n ∈ Z+,

1
t
a−n1

t
= a−n1

t
, 1

t
a−n
∗ 1

t
= 1

t
a−n
∗ ,

1
t
a−n |δt⟩ = a−n |δt⟩ , ⟨δt| a−n

∗ 1
t

= ⟨δt| a−n
∗ .

(2.18)

Proof. From the integral kernel representation for a−1 in (2.10), a−1(x, y) =
1
2
e(x−y)/21x≤y. Thus for each n ∈ Z+, a−n is also an integral operators, and its

kernel a−n(x, y) is supported on x ≤ y, i.e. a−n(x, y) = f(x, y) · 1x≤y, where f(x, y) is

a smooth function. Similarly, a−n
∗ (x, y) is supported on x ≥ y. Thus, (2.18) followed

by the support of the operators.
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For differential operators a, a∗, they are local operators in the sense that their

support is at single point as a distribution. Formally, that is equivalent of saying

δ(x−y) is supported on |x−y| < ε for arbitrary small ε. Thus, we have the following

relations.

Lemma 2.2.6. For any t1 ̸= t2, let ϕn(x) be the smooth approximation to the

indicator function defined in (2.2.2). The following objects:

⟨δt1| a1t2 , ⟨δt1| a∗1t2 (2.19)

make sense as an functional on differentiable functions, defined by:

⟨δt1| a1t2 := lim
n→∞

⟨δt1| aϕt2
n , ⟨δt1| a∗1t2 := lim

n→∞
⟨δt1| a∗ϕt2

n . (2.20)

For t1 < t2, we have

⟨δt1| a1t2 = 0, ⟨δt1| a∗1t2 = 0.

Proof. Let f be a smooth function.

⟨δt1 | a1t2f = lim
n→∞

⟨δt1| a(ϕt2
n f) =

(af)(t1) if t2 < t1,

0 if t2 > t1.

If t2 < t1, the Dirac delta function δt1 does not see the jump in (ϕt2
n f). If t2 > t1,

(ϕt2
n f) will be 0 for large enough n.

Remark 2.2.7. By our definition of ϕn(x), ϕ′
n(x) has compact support. Thus, the

limit in (2.20) is eventually constant. Thus, it is a formalism to define ‘how to

differentiate the indicator function when essentially you do not care about the jump’,

rather than an approximation.

Throughout the paper, when there is a distribution acting on a cut-off of a smooth

function, it is interpreted as the limit of the approximated sequence. Notice that for

differential operators, we only use the property (2.2.6) when the two endpoints t1 and

t2 are separated; thus, the fact is independent of how the smooth functions ϕn are

chosen. We never encounter 1ta∗ |δt⟩ , 1ta |δt⟩. Lemma (2.2.5) and Lemma (2.2.6) are

the two key facts that we will use frequently. Using these two facts, we also have

numerous facts of the same type:
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Lemma 2.2.8. (Support of the operator) Assume t1 < t2, k, u, d > 0, we have

i. 1
t1
a−k
∗ au1

t2 = 1
t1
a−k
∗ au, ⟨δt1| a−k

∗ au1
t2 = ⟨δt1 | a−k

∗ au

ii. 1
t2
ad∗1

t1 = ad∗1
t1 , 1

t2
ad∗ |δt1⟩ = ad∗ |δt1⟩

iii. 1
t1
a−k
∗ au1t2 = 0, ⟨δt1| a−k

∗ au1t2 = 0

iv. 1t2a
d
∗1

t1 = 0, 1t2a
d
∗ |δt1⟩ = 0

There are numerous properties for the operators involving a−1(x, y), which is

supported on x ≤ y. Lemma (2.2.8) is used either for

• Drop an indicator on one side when it is inherited from the operator itself; or

• Reduce the operator to zero when the restriction contradicts the operator’s

support.

Whenever we use such a fact, we say it is ‘because of the support of the operator’

rather than referring to this lemma.

Proof. The proof is the same for all of them, which is about the domain of the

operators. If you have an operator A(x, y) that is supported on x ≥ y, if x ≤ t,

then the variable y is also supported on y ≤ t. Notice that a−1
∗ (x, y) is supported

on x ≥ y; a(x, y), a∗(x, y) is supported on |x − y| < ε for some arbitrarily small ε,

because differential operators are local operators. All the above statements follow by

observing the domain of the operator.

2.2.2 Switching differential operators with indicator func-

tions

The manipulation of the kernel involves switching the order of the differential opera-

tors in W0 and Wn+1 and the indicator functions, which brings commutators. There

are two types of movement. The operators in W0,Wn+1 can switch with 1
t

and can-

cel with the terms in 1
t
W1,21

t · · · 1t
Wn−1,n1

t
; the operators in W0,Wn+1 can act on

the operator S. In this subsection, we discuss the first type. The commutators for

switching a and 1
t

are

[a, 1
t
] = 2 |δt⟩ ⟨δt| , [1

t
, a∗] = 2 |δt⟩ ⟨δt| ,

[a−1, 1
t
] = 2a−1 |δt⟩ ⟨δt| a−1, [1

t
, a−1

∗ ] = 2a−1
∗ |δt⟩ ⟨δt| a−1

∗ .
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We start with two concrete examples to illustrate what will be proven in this

section. The idea is really simple; however, the notation is complex.

Example 2.2.9. We take the kernel in (2.12) with l = 3, r = 3, u = 2, d = 2, u1 =

u2 = 1, d1 = d2 = 1.

S3,3WS3,3 = S3,3(I − a21
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a2∗)S

3,3 (2.21)

We start by switching a, a∗ with the indicator function 1
t
, which will generate |δt⟩ ⟨δt|

terms.

(2.21) = S3,3(I − a1
t
aa−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a2∗ − 2a |δt⟩ ⟨δt| a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a2∗)S

3,3

= S3,3(I − a1
t
a−1
∗ 1

t
a−1a−1

∗ 1
t
a2∗ − 2a |δt⟩ ⟨δt| a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a2∗)S

3,3

= S3,3(I − a1
t
a−1
∗ a−1a−1

∗ 1
t
a2∗ − 2a |δt⟩ ⟨δt| a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a2∗)S

3,3.

(2.22)

The third equality is by the support of a−1
∗ . Now move the first a again, we have

(2.22) = S3,3

(
I − 1

t
a−2
∗ 1

t
a2∗ − 2 |δt⟩ ⟨δt| a−1a−2

∗ 1
t
a2∗

− 2a |δt⟩ ⟨δt| a−1a−1
∗ 1

t
a−1a−1

∗ 1
t
a2∗

)
S3,3.

(2.23)

The term I − 1
t
a−2
∗ 1

t
a2∗ = I − 1

t
a−2
∗ a2∗ = 1t. Now we examine the last two terms with

|δt⟩ ⟨δt|, we move a∗∗ across 1
t
:

S3,3

(
− 2 |δt⟩ ⟨δt| a−1a−2

∗ 1
t
a2∗ − 2a |δt⟩ ⟨δt| a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a2∗

)
S3,3

= S3,3

(
− 2 |δt⟩ ⟨δt| a−1a−1

∗ 1
t
a∗ − 4 |δt⟩ ⟨δt| a−1a−2

∗ |δt⟩ ⟨δt| a∗

− 2a |δt⟩ ⟨δt| a−1a−1
∗ 1

t
a−11

t
a∗ − 4a |δt⟩ ⟨δt| a−1a−1

∗ 1
t
a−1a−1

∗ |δt⟩ ⟨δt| a∗
)
S3,3.

(2.24)

The third term can be simplified to −2a |δt⟩ ⟨δt| a−2a−1
∗ 1

t
a∗ due to the support of a−1.
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And we move the a∗ in the first and third term across 1
t

again,

(2.24) = S3,3

(
− 2 |δt⟩ ⟨δt| a−11

t − 4 |δt⟩ ⟨δt| a−1a−1
∗ |δt⟩ ⟨δt|

− 4 |δt⟩ ⟨δt| a−1a−2
∗ |δt⟩ ⟨δt| a∗ − 2a |δt⟩ ⟨δt| a−21

t

− 4a |δt⟩ ⟨δt| a−2a−1
∗ |δt⟩ ⟨δt| − 4a |δt⟩ ⟨δt| a−1a−1

∗ 1
t
a−1a−1

∗ |δt⟩ ⟨δt| a∗
)
S3,3.

(2.25)

Now notice the fact that the terms with only one |δt⟩ ⟨δt| term, i.e. the first and

fourth terms are 0, because of the support of a−1 (Lemma (2.2.8)). All the terms left

are rank one operators. This example illustrates that all W can be written as 1t plus

finite rank terms.

Now we make it rigorous in the following proposition. We define the object

W i,j
1,n, i ≤ u, j ≤ d to simplify the notation. In words, this is the notation when

all i numbers of a and j numbers of a∗ on two sides of W1,n go through all the

indicator functions. To define it rigorously, let p be the smallest natural number

such that i ≤ u1 + u2 + · · ·up, and let q be the largest natural number such that

j ≤ dq + dq+1 + · · · dn, then

If p + 1 < q − 1,

W i,j
1,n = a−(u1+···up)+ia−(u1+···up)

∗ 1
t
Wp+1,q−11

t
a−(dq+dq+1+···dn)a−(dq+dq+1+···dn)+j

∗ . (2.26)

If p = q − 1,

W i,j
1,n = a−(u1+···up)+ia−(u1+···up)

∗ 1
t
a−(dq+dq+1+···dn)a−(dq+dq+1+···dn)+j

∗ .

If p > q − 1,

W i,j
1,n = a−u+ia−d+j

∗ .

Here are some examples to help understand. Let W1,3 = a−2a−2
∗ 1

t
a−2a−2

∗ 1
t
a−2a−2

∗ .

W 1,2
1,3 = a−1a−2

∗ 1
t
a−2a−2

∗ 1
t
a−2( one a in the front cancels, two a∗ in the end cancels)

W 2,3
1,3 = a−2

∗ 1
t
a−4a−1

∗ ( two a in the front cancels, three a∗ in the end cancels)

W 3,3
1,3 = a−3a−3

∗ ( three a in the front cancels, three a∗ in the end cancels)

The only important fact about W i,j
1,n is that they are all integral operators from

L2(R)→ L2(R).
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Proposition 2.2.10. For n > 1,

W = 1t +
u∑

i=1

d∑
j=1

4au−i |δt⟩ ⟨δt|W i−1,j−1
1,n |δt⟩ ⟨δt| ad−j

∗ . (2.27)

they are equal as an operator from S(R)→ S ′(R).

Proof. We want to bring all the differential operators across the indicator functions.

Using the relation that

[a, 1
t
] = 2 |δt⟩ ⟨δt| , [1

t
, a∗] = 2 |δt⟩ ⟨δt| .

We have

W = I − 2
u∑

i=1

au−i |δt⟩ ⟨δt|W i−1,0
1,n 1

t
ad∗ − 1

t
W u,0

1,n 1
t
ad∗ (2.28)

The third term is what one gets after switching W0 and 1
t
, and the second term is

where all the commutators appear during the switching.

Now we switch all the ad∗ to the left of the 1
t
,

(2.28) = I −
u∑

i=1

d∑
j=1

4au−i |δt⟩ ⟨δt|W i−1,j−1
1,n |δt⟩ ⟨δt| ad−j

∗ − 2
u∑

i=1

au−i |δt⟩ ⟨δt|W i−1,d
1,n 1

t

− 2
d∑

j=1

1
t
W u,j−1

1,n |δt⟩ ⟨δt| ad−j
∗ − 1

t
W u,d

1,n 1
t

=: 1 + 2 + 3 + 4 + 5

(2.29)

Notice that 2 is the second term we want in (2.27). 1 + 5 is 1t, since W u,d
1,n is

the term that all the a−1, a−1
∗ in W1,n are canceled; what is left is 1

t
. Lastly, we want

to show 3 , 4 are 0. Notice d is the total number of a−1
∗ in W1,n, thus by (2.26)

W i−1,d
1,n = au−i+1, thus each term in the summation 3 is 2au−i |δt⟩ ⟨δt| au−i+11

t
, which

is 0 due to the support of a (Lemma (2.2.8)). Similarly, in 4 , 1
t
W u,j−1

1,n |δt⟩ ⟨δt| ad−j
∗ =

1
t
ad−j+1
∗ |δt⟩ ⟨δt| ad−j

∗ = 0. Thus, the statement is proved.
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Corollary 2.2.11. Let S̃ = {Si,jf |f ∈ L2[0,∞)} , the equality

W = 1t +
u∑

i=1

d∑
j=1

4au−i |δt⟩ ⟨δt|W i−1,j−1
1,n |δt⟩ ⟨δt| ad−j

∗ (2.30)

is true in the sense of an operator from S̃ → S̃ ′. Here S̃ ′ means a linear functional on

the space S̃. In particular, this shows that the kernel we have in (2.2.1) is well-defined.

Proof. Look at the summation term on the right-hand side. ⟨δt|W i−1,j−1
1,n |δt⟩ is a

scalar value; thus, the terms in the summation are in the form of cija
u−i |δt⟩ ⟨δt| ad−j

∗ ,

which are rank-one operators.

Let f ∈ L2[0,∞), Si,jf = limn→∞ Si,j
ϕn

, where ϕn is the smooth approximation we

define in (2.2.2).

⟨δt| ad−j
∗ Si,jf = lim

n→∞
⟨δt| ad−j

∗ Si,j
ϕn
f (2.31)

Recall Si,j
ϕn

=
∫∞
0

dySi,j(x, y)ϕn(x + y)f(y), which is the smooth approximation to

1x≥0

∫ ∞

0

Si,j(x, y)f(y)dy + 1x<0

∫ ∞

−x

Si,j(x, y)f(y)dy

Same as the discussion in Lemma (2.18), since t > 0

lim
n→∞

⟨δt| ad−j
∗ Si,j

ϕn
f =

(
ad−j
∗

∫ ∞

0

Si,j(x, y)f(y)dy

)∣∣∣∣∣
x=t

(2.32)

Notice that the limit is eventually constant due to the compact support of ϕ′
n(x).

Similarly, 1tS
i,jf = limn→∞ 1tS

i,j
ϕn
f , thus the equality in (2.27) makes sense as an

operator on S̃.

Proposition 2.2.12. The kernel Sl,rWSr,l in (2.12) is a trace-class operator.

Proof. When n > 1, by Prop (2.2.10), we have

W = 1t +
u∑

i=1

d∑
j=1

4au−i |δt⟩ ⟨δt|W i−1,j−1
1,n |δt⟩ ⟨δt| ad−j

∗ =: W̃ . (2.33)
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Now we calculate what is sn,m

sn,m(x, y) = Res(e−(x+y)w (1 + 2w)m

(1− 2w)n
, 1/2)

= (−1)n
2m−n

(n− 1)!

n−1∧m∑
i=0

(
n− 1

i

)
m!

(m− i)!
(−x− y)n−1−ie−

1
2
(x+y).

(2.34)

which has exponential decay at +∞, thus
∥∥Sr,l(x, y)1x≥t1y≥0

∥∥
2

< ∞ and∥∥Sl,r(x, y)1x≥01y≥t

∥∥
2
< ∞, thus both 10S

l,r1t and 1tS
r−s,l−y10 are Hilbert-Schmidt

operators. Thus, 10S
l,r1tS

r,l10 is a trace-class operator. For all i, j,

10S
l,r4au−i |δt⟩ ⟨δt|W i−1,j−1

1,n |δt⟩ ⟨δt| ad−j
∗ Sr,l10

are all rank-one operators. Thus, Sl,rWSr,l is a finite rank perturbation of a trace-

class operator on L2([0,∞)), which is trace-class.

2.2.3 Differential operators acting on S operator

The differential operators in W0,Wn+1 can also act on the operator Sn,m. Due to the

indicator function in Sn,m, it will also generate delta functions when acted upon by

a differential operator.

Lemma 2.2.13. Let Bn,m(x, y) = 2sn,m(x, y) · δ0(x + y). For n,m > 0

a∗S
n,m = Sn,ma = Sn−1,m + Bn,m. (2.35)

Proof. Recall

sn,m(x, y) =

∫
Γ

e−(x+y)w (1 + 2w)m

(1− 2w)n
dw

2πi
,

Sn,m(x, y) = sn,m(x, y)1x+y≥0.

Bn,m comes when the operator hits the indicator function. When the differential

operator hits the contour integral part, we can bring the operator into the integral,

and the relation follows.

Lemma 2.2.14. For 0 < k < n,

a−k
∗ (ak∗S

n,m) = Sn,m, (Sn,mak)a−k = Sn,m (2.36)
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Proof. We will prove the first relation, and it suffices to prove the formula when k = 1.

From the previous lemma, we have a∗S
n,m = Sn−1,m + Bn,m. So

a−1
∗ (a∗S

n,m) =

∫ x

−z

dy
1

2
e−x/2+y/2 ·

∫
Γ

e−(y+z)w (1 + 2w)m

(1− 2w)n−1

dw

2πi

+ 2

∫ x

−∞
dy

1

2
e−x/2+y/2 · δ0(y + z)

∫
Γ

e−(y+z)w (1 + 2w)m

(1− 2w)n
dw

2πi

=

∫
Γ

e−(x+z)w (1 + 2w)m

(1− 2w)n
dw

2πi
− 1x+z≥0e

−x/2−z/2

∫
Γ

e−((−z)+z)w (1 + 2w)m

(1− 2w)n
dw

2πi

+ 1x+z≥0e
−x/2−z/2

∫
Γ

e−((−z)+z)w (1 + 2w)m

(1− 2w)n
dw

2πi
.

(2.37)

The second term cancels exactly the third term, what is left is Sn,m.

Now we want to show another manipulation on the kernel. The differential oper-

ators in W0,Wn+1 can hit S, which will generate a delta function. Once there is a

delta function on S, the rest of the differential operators can get through the indicator

functions. In precise language, let f be a differentiable function,

f1
t
a∗(S

i,j(x, y) · δ(x + y))10 = lim
n→∞

f1
t
a∗(S

i,j(x, y) · ϕ′
n(x + y))10

= lim
n→∞

fa∗(S
i,j(x, y) · ϕ′

n(x + y))10

= (fa∗)(−y)Si,j(−y, y), y > 0.

(2.38)

The second equality is due to the fact that y > 0 and ϕ′
n have compact support. The

limit is also eventually constant.

We will also give an explicit example.

Example 2.2.15. We take the kernel in (2.12) l = 3, r = 3, u = 2, d = 2, u1 = u2 =

1, d1 = d2 = 1.

10S
3,3WS3,310 = 10S

3,3(I − a21
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a2∗)S

3,310

= 10S
3,3(a−1

∗ − a21
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a∗)a∗S

3,310

We add the indicator 10 at the beginning and end to emphasize that the kernel is

from L2([0,∞))→ L2([0,∞)). By Lemma (2.2.14), we have

10S
3,3(a−1

∗ − a21
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a∗)a∗S

3,310

= 10S
3,3(a−1

∗ − a21
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a∗)(S

2,3 + B3,3)10

(2.39)
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Now a∗B
3,3 can act nicely on the left-hand side, since a∗s

n,m(x, y)δ0(x + y) is a dis-

tribution supported at −y, and since y > 0, thus the indicator 1
t
, t > 0 won’t affect.

So the term in (2.39) with B is

10S
3,3(a−1

∗ − a21
t
a−1a−1

∗ 1
t
a−1a−1

∗ a∗)B
3,310 = 10S

3,3(a−1
∗ − a21

t
a−1a−1

∗ 1
t
a−1)B3,310

= 10S
3,3(a−1

∗ − a21
t
a−2a−1

∗ )B3,310.

(2.40)

The third equality is due to the support of a−1. Now we let a act on the left S3,3,

(2.40) = 10(S
2,3 + B3,3)(a−1a−1

∗ − a1
t
a−2a−1

∗ )B3,310

= 10S
2,3(a−1a−1

∗ − a1
t
a−2a−1

∗ )B3,310 + 10B
3,3(a−1a−1

∗ − a−1a−1
∗ )B3,310.

(2.41)

The second equality is due to the support of a−1. Continuing to do this,

(2.41) = 10S
1,3(a−2a−1

∗ − 1
t
a−2a−1

∗ )B3,310 + 10B
2,3(a−2a−1

∗ − 1
t
a−2a−1

∗ )B3,310

= 10S
1,31ta

−2a−1
∗ B3,310.

There is one term remaining in (2.39) with S2,3 we need to consider,

10S
3,3(a−1

∗ − a21
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
a∗)S

2,310

= 10S
3,3(a−2

∗ − a21
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)(S1,3 + B2,3)10.

(2.42)

Then move a,

(2.42) = 10S
2,3(a−1a−2

∗ − a1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)S1,310

+ 10B
3,3(a−1a−2

∗ − a1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)S1,310

+ 10S
2,3(a−1a−2

∗ − a1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)B2,310

+ 10B
3,3(a−2

∗ − a1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)B2,310

= 10S
1,3(a−2a−2

∗ − 1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)S1,310

+ 10B
2,3(a−2a−2

∗ − 1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)S1,310

+ 10B
3,3(a−1a−2

∗ − a1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)S1,310

+ 10S
1,3(a−2a−2

∗ − 1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)B2,310

+ 10B
2,3(a−2a−2

∗ − 1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)B2,310

+ 10B
3,3(a−2

∗ − a1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)B2,310

The main point of this example is that the differential operator W0,Wn+1 can be
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moved to act on S and the structure of W is maintained. The term without any

Dirac delta function, which is

10S
1,3(a−2a−2

∗ − 1
t
a−1a−1

∗ 1
t
a−1a−1

∗ 1
t
)S1,310 (2.43)

is important and has good probabilistic meaning. We will illustrate that further later.

Now we state the previous example as a proposition:

Proposition 2.2.16. Let

S̃ = {Si,jf | f ∈ L2([0,∞))}. (2.44)

Operator W is well-defined as an operator from S̃ → S̃ ′. For any f, g ∈ L2([0,∞)),

gSl,rWSr,lf = gSl−u,r(a−ua−d
∗ − 1

t
W1,n1

t
)Sr−d,lf

+
d∑

j=1

gSl−u,r(a−ua−j
∗ − 1

t
W 0,d−j

1,n )Br−j+1,lf)

+
u∑

i=1

d∑
j=1

gBl−i+1,r(a−ia−d
∗ −W u−i,0

1,n 1
t
)Sr−d,lf

+
u∑

i=1

d∑
j=1

gBl−i+1,r(a−ia−j
∗ −W u−i,d−j

1,n )Br−j+1,lf.

(2.45)

where W1,n is defined in (2.17), W a,b
i,j is defined in (2.26).

Remark 2.2.17. The point is that all the terms in (2.45) are well-defined. The actual

representation will not be used later.

Proof. By the integral operator definition,

Si,jf(x) = 1x≥0

∫ ∞

0

Si,j(x, y)f(y)dy + 1x<0

∫ ∞

−x

Si,j(x, y)f(y)dy. (2.46)
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We start from the left-hand side,

gSl,rWSr,lf = gSl−u,r(a−u − 1
t
W̃1,n1

t
Wn+1)S

r,lf

+
u∑

i=1

gBl−i+1,r(a−i − au−i1
t
W̃1,n1

t
Wn+1)S

r,lf

= gSl−u,r(a−u − 1
t
W̃1,n1

t
Wn+1)S

r,lf

+
u∑

i=1

gBl−i+1,r(a−i − W̃ u−i,0
1,n 1

t
Wn+1)S

r,lf.

(2.47)

The second equality is because gBl−i+1,r is a distribution supported at 0. Now we

move ad∗ in Wn+1 on the right-hand side,

(2.47) = gSl−u,r(a−ua−d
∗ − 1

t
W1,n1

t
)Sr−d,lf

+
d∑

j=1

gSl−u,r(a−ua−j
∗ − 1

t
W1,n1

t
ad−j
∗ )Br−j+1,lf

+
u∑

i=1

d∑
j=1

gBl−i+1,r(a−ia−d
∗ −W u−i,0

1,n 1
t
)Sr−d,lf

+
u∑

i=1

d∑
j=1

gBl−i+1,r(a−ia−j
∗ −W u−i,0

1,n 1
t
ad−j
∗ )Br−j+1,lf.

The second term can be simplified to

d∑
j=1

gSl−u,r(a−ua−j
∗ − 1

t
W 0,d−j

1,n )Br−j+1,lf.

The fourth term can be simplified to

u∑
i=1

d∑
j=1

gBl−i+1,r(a−ia−j
∗ −W u−i,d−j

1,n )Br−j+1,lf.

Thus, we derive the desired result.

Now we are going to prove Theorem (2.2.1).

2.2.4 Kolmogorov equation

Lemma 2.2.18. Let W ↓xi be the kernel parameterized by the configuration that is ob-

tained by flipping at xi from (x1, h1; . . . ;xn, hn), then W ↓xi−W = W0,i |δt⟩ ⟨δt|Wi,n+1.
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Proof. Depending on the type of peak, the kernel changes in four ways. Notice that

the type of change in peaks depends on whether there is more than 1 down step on

the right-hand side of the peak and whether there is more than 1 up step on the

left-hand side of the peak. Let us see what that means.

Type-1:(more than one down step on the right and more than one up step on the

left)

x

y

(xi, hi)

· · ·· · ·
Before flip

x
(xi, hi) (xi+1, hi+1)

y

· · ·· · ·
After flip

Assume that the configuration before the flip has a kernel: W0,i1
t
Wi,n+1. Then the

configuration after the type-1 flip at xi has a kernel:

W0,ia1
t
a−1a−1

∗ 1
t
a∗Wi,n+1.

Taking the difference, we have

W0,i(a1
t
a−1a−1

∗ 1
t
a∗ − 1

t
)Wi,n+1

= W0,i

(
21

t
a−1
∗ |δt⟩ ⟨δt|+ 2 |δt⟩ ⟨δt| a−11

t
+ 4 |δt⟩ ⟨δt| a−1a−1

∗ |δt⟩ ⟨δt|
)
Wi,n+1.

The three terms in the bracket are the commutator terms from switching a, a∗

with the indicators. Notice that a−1
∗ and a−1 both have integral kernels.

a−1(x, y) =
1

2
e

1
2
(x−y)1y≥x, a−1

∗ (x, y) =
1

2
e

1
2
(y−x)1x≥y,

and

(a−1
∗ a−1)(x, y) =

1

4
e−

1
2
|x−y|. (2.48)

Due to the support of the operator a∗, a (Lemma (2.2.8)), we see 1
t
a−1
∗ |δt⟩ =

0, ⟨δt| a−11
t

= 0.. Then what is left is

W0,i

(
4 |δt⟩ ⟨δt| a−1a−1

∗ |δt⟩ ⟨δt|
)
Wi,n+1 = W0,i |δt⟩ ⟨δt|Wi,n+1.
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The equality is due to the fact that the middle part of the kernel is a real number:

⟨δt| a−1a−1
∗ |δt⟩ means evaluating the integral kernel (2.48) at x = t, y = t, which is

1/4.

Type-2:(One down step on the right and more than one up step on the left)

(xi, hi)

x

y

· · ·

· · ·

x

y

(xi, hi)

· · ·

· · ·

This corresponds to

W0,i1
t
Wi,n+1 → W0,ia1

t
a−1Wi,n+1.

We take the difference and get

W0,i

(
a1

t
a−1 − 1

t)
Wi,n+1 = W0,i

(
2 |δt⟩ ⟨δt| a−1

)
Wi,n+1. (2.49)

2 |δt⟩ ⟨δt| is the commutators from switching a with 1
t
. We show the following special

fact

2 |δt⟩ ⟨δt| a−1Wi,i+11
t

= |δt⟩ ⟨δt|Wi,i+11
t
. (2.50)

Note that in the graph on the left, there is only one down step from peak xi to xi+1,

which means di = 1, so Wi,i+11
t

can be written as

Wi,i+11
t

= a−1
∗ a−ui1

t
= a−1

∗ 1
t
a−ui1

t
.

The second equality is true since a−ui(x, y) is supported on x ≤ y, so y ≤ t implies

that the support of x must be in x ≤ t. Then take the difference of the terms in

(2.50), we have

2 |δt⟩ ⟨δt| a−1a−1
∗ 1

t
a−ui1

t − |δt⟩ ⟨δt| a−1
∗ 1

t
a−ui1

t

= |δt⟩ ⟨δt| (2a−1 − 1)a−1
∗ 1

t
a−ui1

t
.

(2.51)

Using the definition of a−1 and a−1
∗ , we have

(2a−1 − 1)a−1
∗ = ( 2

1−2D
− 1) · 1

1+2D
= 1

1−2D
.
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So

(2.51) = |δt⟩ ⟨δt| a−11
t
a−ui1

t
= 0

The second equality is due to the support of a−1. Thus, (2.49) is W0,i |δt⟩ ⟨δt|Wi,n+1,

which is what we want.

Type-3:(More than one down step on the right and one up step on the left.)

x

y

· · ·

· · ·

(xi, hi)

x
(xi, hi)

y

· · ·

· · ·

This corresponds to

W0,i1
t
Wi,n+1 → W0,ia

−1
∗ 1

t
a∗Wi,n+1.

The difference is

W0,i

(
a−1
∗ 1

t
a∗ − 1

t)
Wi,n+1 = W0,i

(
2a−1

∗ |δt⟩ ⟨δt|
)
Wi,n+1. (2.52)

Similarly, we will show that it is equal to W0,i |δt⟩ ⟨δt|Wi,n+1 when it acts on Wi−1,i.

Note that in the graph on the left, there is only one up step from peak xi−1 to xi,

which means ui−1 = 1, so 1
t
Wi−1,i can be written as

1
t
Wi−1,i = 1

t
a−di−1
∗ a−1 = 1

t
a−di−1
∗ 1

t
a−1.

The second equality is true since a
−di−1
∗ (x, y) is supported on x ≥ y, so x ≤ t implies

that the support of y must be in y ≤ t. Then taking the difference of the term in

(2.52) with W0,i |δt⟩ ⟨δt|Wi,n+1, we have

W0,i−1

(
1
t
a−di−1
∗ 1

t
a−1(2a−1

∗ − 1) |δt⟩ ⟨δt|
)
Wi,n+1. (2.53)

Using the definition of a−1 and a−1
∗ , we have

a−1(2a−1
∗ − 1) = 1

1−2D
· ( 2

1+2D
− 1) = 1

1+2D
.
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So

(2.53) = W0,i−11
t
a−di−1
∗ 1

t
a−1
∗ |δt⟩ ⟨δt| 1

t
Wi,n+1 = 0

The second equality is due to the fact that 1
t
a−1
∗ |δt⟩ in the middle of the equation is

0.

Type-4:(Single up step on the left and single down step on the right.)

x

y

(xi, hi)

x

y

In this case,

W0,i1
t
Wi,n+1 → W0,iWi,n+1.

The difference is W0,i1tWi,n+1. We will show that it is equal to W0,i |δt⟩ ⟨δt|Wi,n+1.

Due to the special structure that there is only one up step on the left and one down

step on the right, we have Wi−1,i = a−1a
−di−1
∗ and Wi,i+1 = a−1

∗ a−ui . We can write

1
t
Wi−1,i = 1

t
a−di−1
∗ 1

t
a−1, Wi,i+11

t
= a−1

∗ 1
t
a−ui1

t
.

Then 1
t
Wi−1,i1tWi,i+11

t
= 1

t
a
−di−1
∗ 1

t
a−11ta

−1
∗ 1

t
a−ui1

t
. Using the integral kernel defi-

nition of a−1, a−1
∗ , we have

(1
t
a−11ta

−1
∗ 1

t
)(x, z) = 1x≤t,z≤t

∫ ∞

t

dy 1
4
1x≤ye

1
2
(x−y)1z≤ye

1
2
(z−y)

= 1x≤t,z≤t
1
4
e−t+

1
2
x+

1
2
z.

(2.54)

The indicator function 1x≤y and 1z≤y in the integration can be dropped since we

know y > t and x ≤ t, z ≤ t. Now notice that (2.54) is the integral kernel of

the rank one operator a−1 |δt⟩ ⟨δt| a−1
∗ , because (a−1 |δt⟩)(x) = 1x≤t

1
2
e−t/2+x/2 and

(⟨δt| a−1
∗ )(z) = 1z≤t

1
2
e−t/2+z/2.

The last thing we need to check is the flip at x1 and xn. For a flip at the last peak

xn, it can only be Type-1 and Type-3. In Type-1, the kernel change is:

W → W0,n−11
t
Wn−1,na1

t
a−1a−1

∗ 1
t
a∗Wn+1 (2.55)

It is worth explaining the presence of the a∗ term. Recall Wn+1 = ad∗. d is the distance
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from the primordial peak to the last peak. When there is a flip in the last peak, the

distance will increase by one, which is why we have a∗Wn+1 in the end. Then the

proof that the difference of the two terms in (2.55) is W0,n−11
t
Wn−1,n |δt⟩ ⟨δt|Wn+1 is

the same as in the previous paragraph.

In Type-3, the kernel change is:

W → W0,n−11
t
Wn−1,na

−1
∗ 1

t
a∗Wn+1

The proof is exactly the same as before.

For a flip at the first peak x1. It can only be Type-1 or Type-2. In Type-1, the

kernel change is

W → W0a1
t
a−1a−1

∗ 1
t
a∗W1,21

t
W2,n+1.

In Type-2, the kernel change is

W → W0a1
t
a−1W1,21

t
W2,n+1.

The reason we have W0a in the front is that the distance from the primordial peak

to the first peak increases by one. Then the proof of showing the differences is

W0 |δt⟩ ⟨δt|W1,21
t
W2,n+1 is the same.

Lemma 2.2.19. Let K = Sl,rWSr,l defined in (2.12), then (∂t − L)K = 0, where L
is the generator for the full-space TASEP.

Proof. Recall

W = I − au1
t
W1,2 . . .Wn−1,n1

t
ad∗.

∂t =
∑n

i=1 ∂t,i, where ∂t,i is when ∂ hits the i-th 1
t

and becomes |δt⟩ ⟨δt|. Recall the

generator L is also written as
∑n

i=1 Lxi
(2.4), where Lxi

corresponds to the kernel

change when the i-th peak flips. The previous proof shows that Lxi
also changes 1

t

to |δt⟩ ⟨δt|. Thus, we have (∂t − L)W = 0, which implies that (∂t − L)K = 0.

Lastly, we check how ∂t − L acts on the determinant.

Proposition 2.2.20. Let K = Sl,rWSr,l, then

(∂t − L) det(I −K)L2([0,∞)) = 0. (2.56)
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Proof. Using the known equality,

∂t det(I −K) = det(I −K) tr
(
(I −K)−1∂tK

)
.

For the generator L, notice that each Lxi
acts on the kernel, giving a rank-one oper-

ator, which we denote as |hi⟩ ⟨gi|. Then

Lxi
det(I −K) = det(I −K − |hi⟩ ⟨gi|)− det(I −K).

Using the known equality for the Fredholm determinant of a rank-one perturbation,

det(I −K − |hi⟩ ⟨gi|)− det(I −K) = det(I −K) tr
(
(I −K)−1 |hi⟩ ⟨gi|

)
= det(I −K) tr

(
(I −K)−1LiK

)
.

Thus, we have that

(∂t − L) det(I −K) = det(I −K) tr

(
(I −K)−1(∂t − L)K

)
= 0.

2.2.5 Initial condition

To prove the initial condition, we first need to develop some properties regarding the

operator Sn,m and the kernel.

The following absorbing lemma states that in operator a−k
∗ Wak∗ (W is surrounded

by a∗ and a−1
∗ ), they can be absorbed into S.

Lemma 2.2.21 (Absorbing Lemma I). For k < l, 0 < t,

10S
l,r(I − a−k

∗ Wak∗)Sr,l10 = 10S
l,r−k(I − auWad∗)S

r−k,l10.

Proof. Use equation (2.27), we have

(I − a−k
∗ au1

t
W̃1,n1

t
ad∗a

k
∗) = a−k

∗ 1ta
k
∗ −

u∑
i=1

d∑
j=1

4a−k
∗ au−i |δt⟩ ⟨δt|W i−1,j−1

1,n |δt⟩ ⟨δt| ad−j
∗ ak∗.

(2.57)

Using Lemma (2.2.25),

⟨δt| ad−j
∗ ak∗S

r,l10 = ⟨δt| ad−j
∗ Sr−k,l10, a−k

∗ 1ta
k
∗S

r,l10 = a−k
∗ 1tS

r−k,l10.
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Using Lemma (2.2.26) , we have

10S
l,ra−k

∗ au−i |δt⟩ = 10S
l,r−kau−i |δt⟩ , 10S

l,ra−k
∗ 1tS

r−k,l10 = 10S
l,r−k1tS

r−k,l10.

Plugging this into (2.57), we get the desired relation.

Lemma 2.2.22 (Absorbing Lemma II). Let 0 < t. If l ≤ u, recall that W1,2 =

a−u1a−d1
∗ ; we have

10S
l,r(I − au1

t
W1,n1

t
ad∗)S

r,l10 = 10S
l,r−d1(I − au−u11

t
W2,n1

t
ad−d1
∗ )Sr−d1,l10.

If r ≤ d, we have the similar formula on the other side. Recall Wn−1,n = a−un−1a
−dn−1
∗ .

We have

10S
l,r(I − au1

t
W1,n1

t
ad∗)S

r,l10 = 10S
l−un,r(I − au−un1

t
W1,n−11

t
ad−dn
∗ )Sr,l−un10.

Remark 2.2.23 (Graphical View). l ≤ u means that the leftmost peak is outside of

the cone C0,0, then the kernel should be equivalent to the kernel with the leftmost peak

not present, since it does not affect the probability.

x

y

x

y

Proof. We will only prove the first equality; the second is the same. Note

10S
l,r(I − au1

t
W1,n1

t
ad∗)S

r,l10 = 10S
l,r(I − au(I − 1t)W1,n1

t
ad∗)S

r,l10.

Notice the term involved 1t vanishes since

10S
l,rau1tW1,2 =

l−1∑
i=0

10B
l−i,rau−i1tW1,2 + Sl−u,r1tW1,2 = 0.

The summation is 0 due to the support of au−i (Lemma (2.2.8)). The second term

is 0 since Sl−u,r is 0 when l ≤ u. This means that when l ≤ u, the first indicator

function before W1,2 disappears and au can cancel the terms in W1,2, which is auW1,2 =
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au−u1a−d1
∗ , so the formula is

10S
l,r(I − au1

t
W1,n1

t
ad∗)S

r,l10 = 10S
l,r(I − au−u1a−d1

∗ 1
t
W2,n1

t
ad∗)S

r,l10.

Then apply Lemma (2.2.21) to bring a−d1
∗ to the first S and ad1∗ to the second S, we

get the desired result.

Lemma 2.2.24. Sn,m(x,−x) = 0 if n−2 ≥ m > 0; Sn,m(x,−x) = (−1)n

2
if m = n−1;

Proof. Let g(x, y) = e−(x+y)w (1+2w)m

(1−2w)n
. We have

Sn,m(x, y) = Res(g, 1/2)

= (−1)n
2m−n

(n− 1)!

n−1∧m∑
i=0

(
n− 1

i

)
m!

(m− i)!
(−x− y)n−1−ie−

1
2
(x+y).

(2.58)

When x = −y and n ≥ m− 2, the degree of (−x− y) is always positive; thus, it is 0.

For Sn,n−1(x,−x), in equation (2.58), i = m in the summation is not 0 and is

easily seen to be (−1)n

2
when x = −y.

Lemma 2.2.25. For any −t1 < t2,

1t1S
n,ma |δt2⟩ = 1t1S

n−1,m |δt2⟩ , ⟨δt2| a∗Sn,m1t1 = ⟨δt2|Sn−1,m1t1 .

For any −t1 ̸= t2,

⟨δt1|Sn,ma |δt2⟩ = ⟨δt1|Sn−1,m |δt2⟩ , ⟨δt2| a∗Sn,m |δt1⟩ = ⟨δt2|Sn−1,m |δt1⟩ .

Proof. The proof is to note that when there is a Dirac delta function present on the

other side, the commutator term Bn,m
a,b in (2.35) will be 0 due to support.

Lemma 2.2.26. 1. (Sn,ma−1
∗ )(x, z)1z≥−x = Sn,m−1(x, z) for all n,m ∈ Z.

2. Sn,ma−1 = Sn+1,m for n ≥ m + 1 ≥ 1.

3. (a−1Sn,m)(x, z)1x≥−z = Sn,m−1
2 (x, z) for all n,m ∈ Z.

4. a−1
∗ Sn,m = Sn+1,m for n ≥ m + 1 ≥ 1.
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Proof. 1. By definition,

(Sn,ma−1
∗ )(x, z)1z≥−x =

∫ ∞

z

dy

∫
dwe−(x+y)w (1 + 2w)m

(1− 2w)n
1

2
e(z−y)/2

=

∫
dwe−(x+z)w (1 + 2w)m−1

(1− 2w)n
= Sn,m−1(x, z).

(2.59)

2. For n ≥ m + 1,

Sn,ma−1 =

∫ z

−x

dy

∫
dwe−(x+y)w (1 + 2w)m

(1− 2w)n
1

2
e(y−z)/2

=

∫
dwe−(x+z)w (1 + 2w)m

(1− 2w)n+1
− e−(x+z)/2

∫
dw

(1 + 2w)m

(1− 2w)n+1
.

(2.60)

When n ≥ m + 1, the second term is 0 by Lemma (2.2.24).

The proof of (3), (4) is completely the same.

Lemma 2.2.27. For t ≥ 0, if a ≥ c + 2, c ≥ 0,

⟨δt|Sa,b1−tS
b,c |δt⟩ = 0.

Also, if a > b ≥ c or c > d ≥ a,

⟨δt|Sa,b1−tS
c,d |δt⟩ = 0.

Proof. Looking at the variable range, we can drop the indicator function in S, thus

⟨δt|Sa,b1−tS
b,c |δt⟩ =

∫ ∞

−t

dysa,b(t, y)sb,c(y, t).

Recall sn,m defined in (2.58). Continue to integrate by parts to take (1 + 2w) from

left s to right s we have∫ ∞

−t

dysa,b(t, y)sb,c(y, t)

= 2
b−1∑
i=0

sa,b−1−i(t,−t)sb−i,c(−t, t) +

∫ ∞

−t

dysa,0(t, y)s0,c(y, t).

The last integral is zero. All boundary terms are also 0 since sb−i,c(0, 0) = 0 when

b− i ≥ c + 2 and sa,b−1−i(0, 0) = 0 when b− i < c + 2 ≤ a.
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For a > b ≥ c,

⟨δt|Sa,b1−tS
c,d |δt⟩ =

∫ ∞

−t

dysa,b(t, y)sc,d(y, t)

= 2
c−1∑
i=0

sa,b−1−i(t,−t)sc−i,d(−t, t) +

∫ ∞

−t

dysa,b−c(t, y)s0,d(y, t),

which is 0 for the same reason above. The proof for the case c > d ≥ a is the

same.

Lemma 2.2.28. (Eigenfunction lemma for S) When n,m > 0, the function Sn,0 |δ0⟩
is an eigenfunction of the operator Sn,m10S

m,n with eigenvalue 1, i.e.,

10S
n,m10S

m,nSn,0 |δ0⟩ = Sn,0 |δ0⟩ . (2.61)

Proof.

Sn,m10S
m,nSn,0 |δ0⟩ =

∫ ∞

0

dy

∫ ∞

0

dzsn,m(x, y)sm,n(y, z)sn,0(z, 0)

=
m−1∑
i=0

2

∫ ∞

0

dzsn,m−1−i(x, 0)sm−i,n(0, z)sn,0(z, 0)

+

∫ ∞

0

dy

∫ ∞

0

dzsn,0(x, y)s0,n(y, z)sn,0(z, 0).

From Lemma (2.2.27), all of the terms are zero except when i = m − 1. Thus, we

have

2

∫ ∞

0

dzsn,0(x, 0)s1,n(0, z)sn,0(z, 0). (2.62)

Following the proof of the last lemma, it is easy to see that∫ ∞

0

dz2s1,n(0, z)sn,0(z, 0) = 4s1,0(0, 0)s1,0(0, 0) = 1

Thus, equation (2.62) is sn,0 |δ0⟩. Since x > 0 from the first indicator function in

(2.61), it is equal to Sn,0 |δ0⟩.

Proposition 2.2.29. Given the initial condition (x⃗, h⃗). Let H(x) be the height func-

tion of TASEP associated with (x⃗, h⃗). Let F (t,H) = P((x⃗, h⃗)t ≤ {0, 0}).Then

lim
t→0

F (t,H) = 1H(0)≤0.
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Proof. Now we check the initial condition. The kernel is

10S
l,r(I − au1

t
W1,2 . . .Wn−1,n1

t
ad∗)S

r,l10

If either l ≤ u or r ≤ d, we can use Lemma (2.2.22) to reduce the term. There are

two cases: either we reduce to the case that (l > u and r > d) or there is only a peak

left. First, we discuss the case that l > u and r > d. That means there are some

peaks in the cone C0,0, and the kernel after reduction represents the configuration in

the cone C0,0, so we want to show that the initial probability is 0. Using (2.27), the

kernel is

10S
l̃,r̃(10 +

ũ∑
i=1

d̃∑
j=1

4aũ−i |δ0⟩ ⟨δ0|W i−1,j−1
1,n |δ0⟩ ⟨δ0| ad̃−j

∗ )S r̃,l̃10

Here, all variables l̃, r̃, ũ, d̃ are parametrized by the black configuration in the right

graph.

x

y

x

y

Figure 2.2: Figure: peak reduction

We will show that Sl,0 |δ0⟩ is an eigenfunction of the kernel with eigenvalue 1.

Using Lemma (2.2.27), we can see that all the terms in the summation that act on

Sl,0 |δ0⟩ will be 0 since

⟨δ0| ad̃−j
∗ S r̃,l̃10S

l̃,0 |δ0⟩ = ⟨δ0|S r̃−d̃+j,l̃10S
l̃,0 |δ0⟩

Since l̃ ≥ 1, r̃ > d̃, so r̃ − d̃ + j ≥ 2, the condition of Lemma (2.2.27) is satisfied.

Then using Lemma (2.2.28), we have

10S
l̃,r̃10S

r̃,l̃10S
l̃,0 |δ0⟩ = S l̃,0 |δ0⟩ .

Thus, we get the desired result.

Now we consider the case that there is only one peak left after reduction. In this



CHAPTER 2. FULL-SPACE TASEP WITH A GENERAL INITIAL CONDITION 45

case, W in the kernel reduces to 10 and the kernel reduces to

S l̃,r̃10S
r̃,l̃.

If the peak is not in the cone C0,0, that means the whole configuration is completely

below the (0, 0), thus we want to show that the probability is 1. In the formula,

that means either r̃ ≤ 0 or l̃ ≤ 0, which means either S l̃,r̃ = 0 or S r̃,l̃ = 0, thus the

determinant is 1. If the peak is in the cone C0,0, that means both l̃ > 0 and r̃ > 0.

Using the Lemma (2.2.28), we can show that there is an eigenfunction with eigenvalue

1, thus the probability is 0, as desired.

In principle, one needs to prove the uniqueness of the Kolmogorov equation. Since

the model is already solved and the method is exactly the same as the half-space case,

we thus omit it here.

2.3 Multi-point distribution

Now we give the multi-point distribution formula for the full-space TASEP starting

from a general deterministic initial condition.

Recall some notations from previous sections. Kernel W is defined in (2.8),

W = (I −W01
t
W1,21

t
W2,3 · · · 1

t
Wn−1,n1

t
Wn+1),

Wi,i+1 = a−uia−di
∗ , W0 = au, Wn+1 = ad∗.

Recall W is parameterized by (x⃗, h⃗) = (x1, h1; · · · ;xn, hn), and all the variables

ui, di, u, d are recording the relative positions between different peaks.

If we have a trough configuration {y1, s1; · · · ; ym, sm}, we can flip the configuration

with respect to the x-axis so that (y1,−s1; · · · ; ym,−sm) is a peak configuration. We

define u′
i, d

′
i, u

′, d′ to be the variable parameterized by (y1,−s1; · · · ; ym,−sm), i.e.

u′
i = (yi+1 − yi − si+1 + si)/2, d′i = (yi+1 − yi + si+1 − si)/2. (2.63)

and u′ =
∑

u′
i, d

′ =
∑

d′i.

Theorem 2.3.1. Assume that we start the full-space TASEP with the initial config-

uration having peaks at (x1, h1; . . . , xn, hn). The probability that at time t it is below
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the configuration {y1, s1; · · · ; ym, sm} is given by:

P((x1, h1; . . . ;xn, hn)t ≤ {y1, s1; · · · ; ym, sm}) = det(I −K)(L2([0,∞))m , (2.64)

where K is a matrix-valued kernel on m copies of L2([0,∞)).

K(i, ·; j, ·) = 1i<j(a)−u′
ij(a∗)

−d′ij + Sli,riWSrj ,lj (2.65)

where

u′
ij =

j−1∑
k=i

u′
k, d′ij =

j−1∑
k=i

d′k

li = (xprim + hprim − yi − si)/2, ri = (hprim − si − xprim + yi)/2

(2.66)

where xprim, hprim are defined in (2.5). W is defined in (2.8), parameterized by

(x1, h1; · · · ;xn, hn), which is the same object defined in the one-point formula.

Remark 2.3.2. We want to emphasize how you should think of this formula as built

from the one-point kernel. This point of view will also be applied to the half-space

case. In the operator SWS, W purely depends on (x⃗, h⃗), thus it is unchanged in the

multi-point case. Both S, S depend on the relative position between (xprim, hprim) and

{y⃗, s⃗}. In the multi-point case, in the K(i, ·; j, ·), the left piece S is parametrized by

{yi, si}, and the right piece S is parametrized by {yj, sj}.

We will prove that the formula satisfies the Kolmogorov equation with the proper

initial condition.

2.3.1 Kolmogorov equation

Proposition 2.3.3. Let K be the kernel defined in Theorem (2.3.1). We have (∂t −
L) det(I −K) = 0

Proof. Let us first check (∂t − L)K = 0. Since K is a matrix kernel, the operator

acts entry-wise; thus, we need to check (∂t − L)K(i, ·; j, ·) = 0. This is the same as

Lemma (2.2.19), since all the variables xi, hi, t are in the operator W .

Next, we check that both operators can go through the determinant. For the

derivative in t, we have

∂t det(I −K) = det(I −K) tr
(
(I −K)−1∂tK

)
.
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which is the same as the one-point case.

For the generator L, notice that each Lk acts on the kernel K(i, ·; j, ·), giving a

rank-one operator, which we denote as |hi
k⟩ ⟨g

j
k|. Define the following row vector and

column vector:

|hk⟩ =
(
|h1

k⟩ , |h2
k⟩ , · · · , |hm

k ⟩
)
, ⟨gk| =


⟨g1k|
⟨g2k|
· · ·
⟨gmk |

 .

Then Lxk
K is also a rank-one operator on (L2([0,∞)))m, which is |hk⟩ ⟨gk|.

Then

Lxk
det(I −K) = det(I −K − |hk⟩ ⟨gk|)− det(I −K).

Using the known equality for the Fredholm determinant of a rank-one perturbation,

det(I −K − |hk⟩ ⟨gk|)− det(I −K) = det(I −K) tr
(
(I −K)−1 |hk⟩ ⟨gk|

)
= det(I −K) tr

(
(I −K)−1LkK

)
.

Thus, we have that

(∂t − L) det(I −K) = det(I −K) tr

(
(I −K)−1(∂t − L)K

)
= 0.

2.3.2 Initial condition

Proposition 2.3.4. Given the initial condition (x⃗, h⃗). Let H(x) be the height function

of the TASEP associated with (x⃗, h⃗). Let F (t,H) = P((x⃗, h⃗)t ≤ {y⃗, s⃗}). Then

lim
t→0

F (t,H) = 1(x⃗,⃗h)≤{y⃗,s⃗} = Πm
i=11H(yi)≤si .

Proof. Notice that if there is a trough (yk, sk) outside the cone Cxprim,hprim , then there

are two cases.
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x

y
(xprim, hprim)

(yk, sk)

Figure 2.3: Tough outside the cone from the left

Case1: yk ≤ xprim and sk ≥ hprim− xprim + yk. In this case, it is clear that all the

troughs (yj, sj) for j ≤ k are also outside the cone Cxprim,hprim .

In this case, rj = (hprim − sj − xprim + yj)/2 ≤ 0 for all j ≤ k. By definition of S,

Srj ,lj = 0, thus in every j-th column (j ≤ k), K(i, ·; j, ·) = 1i<j(a)−u′
ij(a∗)

−d′ij .

Thus, the first k × k diagonal block of I −K is an upper triangular matrix with

the identity operator along the first k diagonal position, so the determinant reduces:

det((I −K)mi=1,j=1) = det((I −K)mi=k+1,j=k+1).

Case2:

x

y
(xprim, hprim)

(yk, sk)

Figure 2.4: Tough outside the cone from the right

This is the case that yk ≥ xprim and sk ≥ hprim +xprim−yk. In this case, it is clear

that all the troughs (yi, si) for i ≥ k are also outside the cone Cxprim,hprim .

In this case, li = (hprim + sj − xprim − yj)/2 ≤ 0 for all i ≥ k. By the definition of

S, Sli,ri = 0, thus in every i-th row, K(i, ·; j, ·) = 1i<j(a)−u′
ij(a∗)

−d′ij for i ≥ k.
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Thus, the last k × k diagonal block of I −K is an upper triangular matrix with

the identity operator along the first k diagonal position, so the determinant reduces:

det((I −K)mi=1,j=1) = det((I −K)ki=1,j=1).

Now we are ready to discuss the proof.

If all the troughs are outside the cone Cxprim,hprim , then the configuration is already

less than or equal to {y⃗, s⃗}; we want to show F (0, H) = 1. In this case, the whole

kernel I −K reduces to an upper triangular matrix with the identity operator along

the diagonal; thus, its determinant is 1.

Now assume there exist some troughs in the cone. Since what is outside the cone

does not affect the determinant, WLOG, we can assume that all the troughs are in

the cone. If there exists li ≥ u or ri ≥ d, we apply the absorbing lemma (2.2.22) to

reduce the kernel. The following figure illustrates when that is needed:

x

y
(xprim, hprim)

Figure 2.5: Tough inside cone but reduction needed

As we have shown in the one-point case, if the trough is completely above the

initial configuration, the kernel Sli,riWSri,li reduces to 0. Thus, if all the troughs

inside the cone Cxprim,hprim are of this type, the kernel again reduces to an upper

triangular matrix with an identity along the diagonal. Thus, we have F (0, H) = 1,

which is what we want.

Now assume that there exists a trough (yk, sk) that is below the initial configura-

tion. Now we want to show the F (0, H) = 0. To do that, we present an eigenfunction

for the kernel K with eigenvalue 1. Recall

K(i, ·; j, ·) = −1i<j(a)−d′ij(a∗)
−u′

ij + Sli,riWSrj ,lj .

WLOG we can assume yk, sk is the last trough in the configuration. From Lemma
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(2.2.28), we know that Slm,0(x, 0) is an eigenfunction of Slm,rmWSrm,lm with eigenvalue

1. Now we show that

S =


0

0

· · ·
Slm,0 |δ0⟩


is the eigenfunction we want.

KS =


−(a)−u′

1m(a∗)
−d′1mSlm,0 |δ0⟩+ Sl1,r1WSrm,lmSlm,0 |δ0⟩

−(a)−u′
2m(a∗)

−d′2mSlm,0 |δ0⟩+ Sl2,r2WSrm,lmSlm,0 |δ0⟩
· · ·

Slm,rmWSrm,lmSlm,0 |δ0⟩

 (2.67)

The last entry is Slm,0 |δ0⟩, using the proof from the one-point case. Now we need to

show that

−(a)−u′
im(a∗)

−d′imSlm,0 |δ0⟩+ Sli,riWSrm,lmSlm,0 |δ0⟩ = 0 (2.68)

First, notice that li = lm + u′
im, ri = rm − d′im by definition. From the proof of the

one-point case, we know that all the finite rank parts act Slm,0 will be 0, thus all we

need to show is that

−(a)−u′
im(a∗)

−d′imSlm,0 |δ0⟩+ Sli,ri10S
rm,lmSlm,0 |δ0⟩ = 0 (2.69)

The second term is

Sli,ri10S
rm,lmSlm,0 |δ0⟩ =

∫ ∞

0

dy

∫ ∞

0

dzsli,ri(x, y)srm,lm(y, z)slm,0(z, 0)

=
rm−1∑
k=0

2

∫ ∞

0

dzsli,ri−k−1(x, 0)srm−k,lm(0, z)slm,0(z, 0)

+

∫ ∞

0

dy

∫ ∞

0

dzsli,ri−rm(x, y)s0,lm(y, z)slm,0(z, 0).

From Lemma (2.2.27), all of the terms are zero except when k = rm − 1. Thus, we

have

2

∫ ∞

0

dzsli,ri−rm(x, 0)s1,n(0, z)sn,0(z, 0) (2.70)

Following the proof of Lemma (2.2.27), it is easy to see that∫ ∞

0

dz2s1,n(0, z)sn,0(z, 0) = 4s1,0(0, 0)s1,0(0, 0) = 1.
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Thus, equation (2.62) is Sli,−d′im |δ0⟩. On the other hand, using Lemma (2.2.26), we

have

(a)−d′im(a∗)
−u′

imSlm,0 |δ0⟩ = Sli,−d′im |δ0⟩ (2.71)

Thus, we get the desired result.



Chapter 3

Half-space TASEP with a general

initial condition

3.1 One-point distribution

3.1.1 Notation for half-space

The half-space TASEP with rate α is a continuous-time Markov process on Z+∪{0}.
Particles jump to the right in continuous time at rate 1 with exclusion. There is a

reservoir of an infinite number of particles at the origin, and the particles jump to

site 1 at rate α if the site 1 is empty. Let η : N→ {0, 1} be the occupation variables.

ηt(x) is 1 if there is a particle at position x at time t and 0 otherwise. For finite range

f : {0, 1}N → R, the generator is given by:

Lf(η) = α(f(1, η2, η3, · · · )− f(η1, η2, · · · )) +
∑
x∈Z+

ηx(1− ηx+1)(f(ηx,x+1)− f(η))

where ηx,x+1 is obtained by switching the occupation variables η at sites x and x+ 1.

Similar to the full space case, we are interested in the following probability distri-

bution:

P(h((t, x;hinit) ≤ hfinal).

Now both hinit and hfinal are functions on non-negative integer points, representing the

height function of TASEP. We have similar assumptions on the types of functions hinit

and hfinal that are allowed. We will always assume that the configuration hinit(t, x)

that is evolving has a finite number of peaks (local maxima) and hinit(t, x)→ −∞ as

x→∞. hfinal(x) has a finite number of troughs (local minima) and hfinal(x)→∞ as

52
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x→∞. Under these assumptions, we can also use

(x⃗, h⃗) = (x1, h1;x2, r2; · · ·xn, hn)t, 0 ≤ x1 < · · · < xn (3.1)

to denote the initial configurations and use

{y⃗, s⃗} = {y1, s1; y2, s2; · · · ym, sm}, 0 ≤ y1 < · · · < ym. (3.2)

To denote the final configuration, the only extra requirements compared to the

full space case are that all xi, yi are non-negative. The notion of the primordial peak

can be defined the same way in (2.5). All the variables ui, di, u, d are defined the same

as in (2.6). The kernel W , which records the configuration of (x⃗, h⃗), is defined the

same way in (2.8).

Now we are going to define a generalization of the variable l, r that is defined in

the full space case. Recall that Cx,y is the cone starting at (x, y), open to the top;

that is,

Cx,y = {(a, b) ∈ Z2 : b ≥ |a− x|+ y}. (3.3)

and Cx,y is the cone starting at (x, y) and open to the bottom; that is,

Cx,y = {(a, b) ∈ Z2 : b ≤ −|a− x|+ y}. (3.4)

Now we define

lp,q(x⃗, h⃗) := (hn − q + xn − p)/2, rp,q(x⃗, h⃗) := (h1 − q − x1 + p)/2. (3.5)

lp,q, rp,q are the distances from the primordial peak of (x⃗, h⃗) to the left and right

sides of the cone Cp,q, respectively. lp,q, rp,q is basically a change in the coordinate

system for (xprim, hprim). Whenever there is no confusion on p, q, the subscript will

be dropped. See Figure(3.1) for all the geometric meanings of variables. Notice that

the l, r defined in (2.7) is l0,0, r0,0. The reason for this generalization is that in the

full space TASEP, all that matters is the relative position between (xprim, hprim) and

{yprim, sprim}, since the model is translation invariant. However, in the half-space

TASEP, the model would be different if there is a horizontal shift.
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x

y

l 0
,2
=
6

r
0,2

=
3

u = 3 d = 2

(3, 11)

Figure 3.1: Configuration (0, 8; 2, 8; 5, 9) with the primordial peak (3, 11)

We also need to define an operator similarly to a, a∗. For α > 0,

b = 2α− 1− 2D, b∗ = 2α− 1 + 2D (3.6)

Now we are ready to state the main theorem.

Theorem 3.1.1. Assume that we start the half-space TASEP with rate 0 < α < 1

with the initial configuration having peaks at (x1, h1; . . . , xn, hn), x1 ≥ 0. The proba-

bility that at time t, it being below the configuration {y, s}, y ≥ 0 is given by:

P((x1, h1 · · ·xn, hn)t ≤ {y, s}) = Pf(J + JKform1)L2(R)

=
√

det(I + Kform1)L2(R)×L2(R)

(3.7)

where

Kform1 =

(
−S DS

D−1S −S

)(
al−rbW ∗ar−lb−1 −al−rbW ∗ar−lb−1Db−1

∗ ar−l
∗ Wal−r

∗ b∗

0 ar−l
∗ b−1

∗ Wal−r
∗ b∗

)

·

(
S DS

D−1S S

)(
al−r′b10a

r′−lb−1 al−r′b10a
r′−lb−1Db−1

∗ ar
′−l

∗ 10a
l−r′
∗ b∗

0 b−1
∗ ar

′−l
∗ 10a

l−r′
∗ b∗

)
.

(3.8)

and J(x, y) =

(
0 1

−1 0

)
δxy. In Kform1, every S is Sl,l

1,1 which is defined below:

si,ja,b(x, y) =

∫
Γ

e−(x+y)w (1 + 2w)j(2α− 1 + 2w)b

(1− 2w)i(2α− 1− 2w)a
dw

2πi

Si,j
a,b(x, y) = si,ja,b(x, y)1x+y≥0.

(3.9)
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Γ is a simple, positively oriented loop that includes w = 1/2 and w = ±(2α−1)/2. W

is the kernel defined in (2.8) parameterized by the configuration (x1, h1; . . . , xn, hn).

Furthermore,

l = l0,s−y(x⃗, h⃗) := (hn + xn − s + y)/2,

r = r0,s−y(x⃗, h⃗) : (h1 − x1 − s + y)/2,

r′ = r0,−xn−hn(y⃗, −⃗s) := (−s− y + xn + hn)/2.

(3.10)

The operator b−1Db−1
∗ will be defined precisely in the remark (3.1.3).

Remark 3.1.2. We will name

V = b−1
∗ ar−l

∗ Wal−r
∗ b∗

V ′ = b−1
∗ ar

′−l
∗ 10a

l−r′

∗ b∗,
(3.11)

then the kernel is Kform1 is

Kform1 =

(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

)
·

(
S DS

D−1S S

)(
V ′∗ V ′∗DV ′

0 V ′

)
. (3.12)

We write the kernel out in order to emphasize that there is a potential problem in

V ∗DV when 0 < α < 1
2
, which will be illustrated in the following remark.

Remark 3.1.3. We state precisely what we mean by D−1, b−1, b−1
∗ in the kernel.

D−1f(x) =
∫ x

−∞ f(t)dt. For α > 0, α ̸= 1/2, b−1, b−1
∗ are the notation for the following

two integral kernels:

b−1(x, y) = 1
2
e(2α−1)(x−y)/21x≤y, b−1

∗ (x, y) = 1
2
e(2α−1)(y−x)/21y≤x.

When α = 1/2,

b−1
∗ (x, y) = 2D−1(x, y) = −1x<y + 1x≥y, b−1(x, y) = −2D−1(x, y) = 1x<y − 1x≥y.

When α > 1/2, the kernels have an exponential decay at infinity. When α < 1/2, the

kernels go to infinity at infinity, which is the non-physical Green’s function. They can

only act on functions with faster decay. a−1
∗ , a−1 decay fast enough since 1

2
> 1−2α

2

when 0 < α < 1. Thus, there is no problem when b−1, b−1
∗ is followed by a−1, a−1

∗ .

When b−1 is followed by b−1
∗ , we explain what does it mean. “b−1b−1

∗ ” should be

thought of as the notation for one integral kernel, which we denote b−1b−1
∗ , defined as
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the following. When 0 < α < 1/2,

b−1b−1
∗ (x, z) = 1x≥z

1
4(2α−1)

e(1−2α)(x−z)/2 + 1x<z
1

4(2α−1)
e(1−2α)(z−x)/2. (3.13)

and when α = 1/2,

b−1b−1
∗ (x, z) = 1

4
((x− z)1x≥z + (z − x)1x<z).

The reader might ask: What about the D operator between them? One can think that

D commutes with b−1
∗ , b−1. Precisely, we define:

b−1Db−1
∗ := Db−1b−1

∗ = b−1b−1
∗ D. (3.14)

When 0 < α < 1/2, using definition (3.14), the two delta functions from taking

derivatives on the indicator function in (3.13) cancels, and we get

b−1Db−1
∗ (x, z) = −1x≥z

1
8
e(1−2α)(x−z)/2 + 1x<z

1
8
e(1−2α)(z−x)/2.

When α = 1/2,

b−1Db−1
∗ (x, z) = 1

4
(1x≥z − 1x<z).

Similarly for Sl,l
1,1b

−1
∗ , b−1Sl,l

1,1(they are not well-defined in the normal operator com-

position since one of residue from Sl,l
1,1 does not decay at ∞), they are defined in the

following way: when 0 < α ≤ 1/2,

Sl,l
1,1b

−1
∗ := Sl,l

0,1b
−1b−1

∗ , b−1Sl,l
1,1 := b−1b−1

∗ Sl,l
0,1. (3.15)

Notice that b−1b−1
∗ still behaves like the composition of b−1 and b−1

∗ , since it

satisfies the relations

Lemma 3.1.4.

b∗(b∗b)−1 = b−1, (b∗b)−1b = b−1
∗ .

(Sl,l
1,1b

−1
∗ )b∗ := Sl,l

1,1, b(b−1Sl,l
1,1) := Sl,l

1,1

(3.16)

Lemma 3.1.5. (b∗b)−1 commutes with a and a∗.

Both lemmas are straightforward calculus calculations.

Now we are going to prove Theorem (3.1.1).
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3.1.2 Properties of operators

We will discuss the properties of objects in half-space kernels. Notice that b, b∗ is

qualitatively the same as a, a∗. All the properties are similar to the full space, except

that the notation becomes more complicated.

Lemma 3.1.6. (Support of the operator) Let x be a or b. Assume t1 < t2, k, u, d > 0;

we have

i. 1
t1
x−k
∗ xu1

t2 = 1
t1
x−k
∗ xu, ⟨δt1| x−k

∗ xu1
t2 = ⟨δt1 | x−k

∗ xu

ii. 1
t2
xd∗1

t1 = xd∗1
t1 , 1

t2
xd∗ |δt1⟩ = xd∗ |δt1⟩

iii. 1
t1
x−k
∗ xu1t2 = 0, ⟨δt1| x−k

∗ xu1t2 = 0

iv. 1t2x
d
∗1

t1 = 0, 1t2x
d
∗ |δt1⟩ = 0

The proof is omitted since it is the same as the full space case.

We now state the absorbing lemma for half-space. Recall the Lemma (2.2.21),

Lemma 3.1.7 (Absorbing Lemma I). For k < l, 0 < t,

10S
l,r(I − a−k

∗ au1
t
W̃1,n1

t
ad∗a

k
∗)Sr,l10 = 10S

l,r−k(I − au1
t
W̃1,n1

t
ad∗)S

r−k,l10. (3.17)

Although we in the Lemma (2.2.21), there are only a, a∗ operators. It is easy

to see that statements with one of the a, a∗ replaced by b, b∗ will still be true. The

following version is what we will actually apply on Sl,l
1,1WSl,l

1,1.

Corollary 3.1.8. For k < l, 0 < t

10S
l,l
1,1(I − a−k

∗ b−1
∗ au1

t
W1,n1

t
ad∗a

k
∗b∗)S

l,l
1,110 = 10S

l,l−k
1,0 (I − au1

t
W1,n1

t
ad∗)S

l−k,l
0,1 10.

For the kernel Sl,l
1,1∂

−1W ∗
I ∂S

l,l
1,1, we have the similar equation:

Corollary 3.1.9. For k < l, 0 < t,

10D
−1Sl,l

1,1(I − akbad1
t
W ∗

1,n1
t
au∗a

−kb−1)DSl,l
1,110

= 10D
−1Sl−k,l

0,1 (I − ad1
t
W ∗

1,n1
t
au∗)DSl,l−k

1,0 10. (3.18)

Proof. The proof of Lemma (2.2.21) consists of two steps: move a−kb−1 to the second

Sl,l
1,1 and move akb into the first Sl,l

1,1. Since D−1, D commutes with a−1 and b−1, and
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D is a local operator, the first step of the proof is the same. For the second step, we

want to conclude

⟨δ−x|D−1ak+d−i1t = 0 for − x < 0 < t,

which is true by Lemma (3.1.6) if D−1 is not present. However, it is easy to check

that since D−1(x, y) is supported on x ≥ y, it is still correct.

Lastly, for the kernel D−1Sl,l
1,1V

∗DV Sl,l
1,1, we have

Corollary 3.1.10. For k < l, 0 < t,

10S
l,l
1,1D

−1akb(I − ad1
t
W ∗

1,n1
t
au∗)a−kb−1Db−1

∗ a−k
∗ (I − au1

t
W1,n1

t
ad∗)a

k
∗b∗S

l,l
1,110

= 10S
l−k,l
0,1 D−1(I − ad1

t
W ∗

1,n1
t
au∗)a−kb−1Db−1

∗ a−k
∗ (I − au1

t
W1,n1

t
ad∗)S

l−k,l
0,1 10.

(3.19)

The proof is just that we apply step two twice on both sides of the equation. The

middle of the operator remains unchanged.

Remark 3.1.11. With the absorbing lemmas in hand, we present another form of

the kernel in (3.8). Recall from (3.11) that V = ar−l
∗ b−1

∗ Wal−r
∗ b∗, what surrounded W

are inverses of each other, thus by applying Corollary (3.1.8),(3.1.9) and (3.1.10), all

the operators a, a∗, b, b∗ surrounding W ∗,W, 10 can be brought into Sl,l
1,1. Meanwhile,

the last matrix in (3.8)

(
(V ′)∗ (V ′)∗DV ′

0 V ′

)
can be split into three matrices. If we

call Y = b−1
∗ ar

′−l
∗ , then it is(

al−r′b10 0

0 b−1
∗ ar

′−l
∗ 10

)(
10 10a

r′−lb−1Db−1
∗ ar

′−l
∗ 10

0 10

)(
10b

−1ar
′−l 0

0 10a
l−r′
∗ b∗

)

=

(
(Y ∗)−110 0

0 Y 10

)(
I 10Y

∗DY 10

0 I

)(
10Y

∗ 0

0 10Y
−1

)
(3.20)

The first matrix can be brought into S using the absorbing lemma, and the last

matrix can be brought into the first S using det(I − AB) = det(I − BA). Thus, the

kernel also has the following form

Kform2 =

(
−Sr,r′

0,0 DSl,r+r′−l
1,−1

D−1Sr+r′−l,l
−1,1 −Sr′,r

0,0

)(
W ∗ −W ∗ar−lb−1Db−1

∗ ar−l
∗ W

0 W

)

·

(
Sr′,r
0,0 DSl,r+r′−l

1,−1

D−1Sr+r′−l,l
−1,1 Sr,r′

0,0

)(
10 10a

r′−lb−1Db−1
∗ ar

′−l
∗ 10

0 10

)
.

(3.21)
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We want to emphasize one important feature of this form. Here the second ma-

trix only depends on the initial configuration (x⃗, h⃗). All the parameters in the first

and third matrix depend on both (xprim, hprim) and {y, s}. We will use the following

notation for the first and third matrix:(
−S DS

D−1S −S

)
y,s

:=

(
−Sr,r′

0,0 DSl,r+r′−l
1,−1

D−1Sr+r′−l,l
−1,1 −Sr′,r

0,0

)
(

S DS

D−1S S

)
y,s

:=

(
Sr′,r
0,0 DSl,r+r′−l

1,−1

D−1Sr+r′−l,l
−1,1 Sr,r′

0,0

) (3.22)

This will be useful when discussing the initial condition and the multi-point dis-

tribution.

3.1.3 Kolmogorov equation

We first study how the kernel changes if there is a flip from the initial configuration.

For checking the Kolmogorov equation, we will use the kernel in the form 1:

Kform1 =

(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

) (
S DS

D−1S S

)(
V ′∗ V ′∗DV ′

0 V ′

)

Notice that the variable l does not change during the dynamics of the TASEP; thus,

all the variables t and initial configuration information are in the second kernel in

(3.8), which is(
V ∗ −V ∗DV

0 V

)
=

(
al−rbW ∗ar−lb−1 −al−rbW ∗ar−lb−1Db−1

∗ ar−l
∗ W

0 ar−l
∗ b−1

∗ Wal−r
∗ b∗

)

In order for notation convenience, we define V0 = ar−l
∗ b−1

∗ W0, Vn+1 = Wn+1a
l−r
∗ b∗.

Similar to (2.17), we define

V0,i = V01
t
W1,i for 1 < i ≤ n,

Vi,n+1 = Wi,n1
t
Vn+1, for 1 ≤ i < n.

(3.23)

Proposition 3.1.12. Recall the definition of Kform1 in (3.8),

(∂t − L)Kform1 = 0
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We need the following two lemmas to prove the proposition.

Lemma 3.1.13. Let ∂t,iV be the result that the partial operator hits i-th indicator

function 1
t
. Recall Lxi

V = V ↓xi − V if xi ̸= 0 and Lxi
V = α(V ↓xi − V ) if xi = 0 ,

where V ↓xi is the kernel V parametrized by the configuration obtained from a flip at

xi from (x1, h1; . . . , xn, hn).

(∂t,i − Lxi
)V =

0, xi ̸= 0

−ba−1
∗ V0 |δt⟩ ⟨δt|V1,n+1, xi = 0.

(3.24)

Lemma 3.1.14. For xi ≥ 0,

Lxi
(V ∗DV ) = (Lxi

V ∗)DV + V ∗DLxi
V. (3.25)

Lemma 3.1.15. For any α > 0, when x1 = 0,

((∂t,1−Lx1)V
∗)DV +V ∗D(∂t,1−Lx1)V = ((∂t,1−Lx1)V

∗)D+D(∂t,1−Lx1)V (3.26)

We first comment on these lemmas. V, V ∗ is essentially the same as the full-space

kernel. Lemma (3.1.13) says that all are the same except for a flip at 0, which is

expected. One then expects that the term V ∗DV will cancel the non-zero term from

(3.24). Lemma (3.1.14) says the operator Lxi
is actually Leibniz, which is due to

the special structure of this operator. Lastly, Lemma (3.1.15) says that the operator

almost becomes “V ∗D + DV ” after calculating ∂t,1 − Lx1 . This is the lemma that

illustrates what the half-space mechanism is. Lastly, we need to show that ∂t − L
acting on the determinant is 0, which is the following proposition.

Proposition 3.1.16. Let

F (t; (x⃗, h⃗)) = P((x1, h1 · · ·xn, hn)t) ≤ {y, s})

then

(∂t − L)F (t; (x⃗, h⃗)) = 0 (3.27)

This is the general structure for the Kolmogorov equation in the half-space. Now

we will prove all the lemmas and propositions. We will first prove the Proposition

(3.1.12) with the help of the two lemmas.
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Proof. (Proof of Proposition (3.1.12)) We will show(
−S DS

D−1S −S

)(
(∂t − L)V ∗ (∂t − L)(−V ∗DV )

0 (∂t − L)V

)(
S DS

D−1S S

)
= 0. (3.28)

By Lemma (3.1.14), the middle matrix is(
(∂t − L)V ∗ −(∂t − L)V ∗DV − V ∗D(∂t − L)V

0 (∂t − L)V

)
.

By Lemma (3.1.13), we only need to consider the case that x1 = 0. Using Lemma

(3.1.15), we can represent the matrix as

(
M11 −M11D −DM22

0 M22

)
where M11 =

(∂t,1 − Lx1)V
∗,M22 = (∂t,1 − Lx1)V .

(3.28) =

(
−S DS

D−1S −S

)(
M11 −M11D −DM22

0 M22

)(
S DS

D−1S S

)

=

(
−SM11 SM11D + SDM22 + DSM22

D−1SM11 −D−1SM11D −D−1SDM22 − SM22

)(
S DS

D−1S S

)
=

(
−SM11S + SM11S + SDM22D

−1S + DSM22D
−1S −SM11DS + SM11DS + SDM22S + DSM22S

D−1SM11S −D−1SM11S −D−1SDM22D
−1S − SM22D

−1S D−1SM11DS −D−1SM11DS −D−1SDM22S − SM22S

)

(3.29)

Using the relation that DS = −SD, we can see that the result is 0, which is what we

want to prove.

Proof. (Proof of Lemma ((3.1.13))) If the flip is at a place that is not 0, the proof is

completely the same as the full-space case. Thus, we focus on flips that happen at 0.

For a flip at 0, there are two types.

Type-1: This corresponds to the kernel change:

x

(x1, h1)

y

· · ·

x

y

(x1, h1)
· · ·
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V01
t
W1,2 · · · 1

t
Vn+1 → a−1

∗ V01
t
a∗W1,2 · · ·Vn+1.

By switching a∗ with 1
t

and commuting with V0, it cancels a−1
∗ in the front, so their

difference is the commutator term

2a−1
∗ V0 |δt⟩ ⟨δt|W1,2 · · ·Vn+1,

which is what we want.

Type-2: In this case, we have the following kernel change:

x

· · ·(x1, h1)

y

x

y
(x1, h1)

· · ·

V01
t
W1,21

t
V2,n+1 → V0W1,21

t
V2,n+1.

This kernel transformation is not that straightforward. Recall W1,2 = a−1
∗ a−u1 , V0 =

ar−l
∗ b∗a

u. After the flip at the origin, note that the distance from the primordial

peak to the first peak decreases by u1. For any cone Cp,q, the distance from the

primordial peak to the left side of the cone Cp,q remains unchanged; the distance from

the primordial peak to the right side of the cone Cp,q decreases by 1. By removing the

indicator function 1
t

between V0 and W1,2, we have V0W1,2 = ar−l−1
∗ au−u1b∗. This is

exactly the new “V0” term that corresponds to the configuration on the right graph.

Now we compute

V0W1,21
t
V2,n+1 − V01

t
W1,21

t
V2,n+1 = V01tW1,21

t
V2,n+1.

Notice that there is only one a−1
∗ in W1,2. By switching the order of a−1

∗ in W1,2 with

1t, we have

V01tW1,21
t
V2,n+1 = 2a−1

∗ V0 |δt⟩ ⟨δt|W1,21
t
V2,n+1 + V0a

−1
∗ 1ta

−u11
t
V2,n+1.

The second term is 0 since 1ta
−u11

t
= 0, thus we have the desired result.
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Proof. (Proof of Lemma (3.1.14)) By definition,

Lxi
(V ∗DV ) =(V ∗DV )↓xi − (V ∗DV )

= (V ∗)↓xiDV ↓xi − (V ∗)↓xiDV

+ (V ∗)↓xiDV − V ∗DV.

(3.30)

The third line is (Lxi
V ∗)DV . The second line is (V ∗)↓xiD(Lxi

V ). So the difference

between equation (3.25) and equation (3.30) is

V ∗D(Lxi
V )− (V ∗)↓xiD(Lxi

V ) = (Lxi
V ∗)D(Lxi

V ). (3.31)

Recall from Lemma (2.2.18), (3.1.13) that Lxi
V = V ↓xi−V is a rank-one operator for

all xi, so we write it as |h⟩ ⟨g| for some h and g. Then we have (Lxi
V ∗) = (Lxi

V )∗ =

|g⟩ ⟨h|. So we conclude that

(3.31) = |g⟩ ⟨h|D |h⟩ ⟨g| = 0.

since D is an antisymmetric operator, which shows that Lxi
is also Leibniz.

Proof. (Proof of Lemma (3.1.15)) We first discuss the case α > 1/2. Look at the

term V ∗
1,n+1 |δt⟩ ⟨δt|V ∗

0 b∗a
−1DV , write out what is V , we have

V ∗
1,n+1 |δt⟩ ⟨δt|V ∗

0 b∗a
−1DV = V ∗

0,n |δt⟩ ⟨δt|V ∗
0 b∗a

−1D(I − V01
t
V1,n+1) (3.32)

Notice one key fact: when the first peak is at 0, that means l − r = u. So we have

V ∗
0 = a−uau∗b

−1, V0 = a−u
∗ aub−1

∗ .

Plug into equation (3.32), we claim that the part containing V01
t
V1,n+1 is 0, because

V ∗
0,n |δt⟩ ⟨δt|V ∗

0 b∗a
−1DV01

t
V1,n+1

=V ∗
0,n |δt⟩ ⟨δt| a−uau∗b

−1b∗a
−1Da−u

∗ aub−1
∗ 1

t
V1,n+1

=V ∗
0,n |δt⟩ ⟨δt| b−1a−1D1

t
V1,n+1.

The second equality is true because all operators in the middle commute. By

Lemma (3.1.6), the integral operator (b−1a−1D)(x, y) is supported on y ≥ x, thus
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⟨δt| b−1a−1D1
t

= 0. So equation (3.32) equals

V ∗
0,n |δt⟩ ⟨δt|V ∗

0 b∗a
−1D.

which is exactly the same as (∂t,1 − Lx1)V
∗D when x1 = 0. Similarly, the term

V ∗Dba−1
∗ V0 |δt⟩ ⟨δt|V1,n+1 is

V ∗Dba−1
∗ V0 |δt⟩ ⟨δt|V1,n+1 = (I − V ∗

1,n+11
t
V ∗
0 )Dba−1

∗ V0 |δt⟩ ⟨δt|V1,n+1

= −Dba−1
∗ V0 |δt⟩ ⟨δt|V1,n+1

(3.33)

because the part containing V ∗
1,n+11

t
V ∗
0 is

V ∗
1,n+11

t
V ∗
0 Dba−1

∗ V0 |δt⟩

= V ∗
1,n+11

t
a−uau∗b

−1Dba−1
∗ a−u

∗ aub−1
∗ |δt⟩

= V ∗
1,n+11

t
Da−1

∗ b−1
∗ |δt⟩ = 0.

(3.34)

The last term is 0 for the same reason that (Da−1
∗ b−1

∗ )(x, y) is supported on x ≥ y.

For 1/2 > α > 0, we need to check the term b−1Db−1
∗ carefully.

(∂t,1 − Lx1)(V
∗∂V ) =

− b(V ∗
1,n+1)

◦ |δt⟩ ⟨δt| (V ∗
0 )◦b∗a

−1b−1Db−1
∗ (V )◦b∗

− b(V ∗)◦b−1Db−1
∗ ba−1

∗ (V0)
◦ |δt⟩ ⟨δt| (V1,n+1)

◦b∗.

(3.35)

V ◦, (V ∗)◦, V ◦
0 , (V

∗
0 )◦, (V1,n+1)

◦, (V ∗
1,n+1)

◦ all means that operator b∗, b and their in-

verses are pulled out. In particular,

(V ∗
0 )◦ = a−uau∗ , V ◦

0 = a−u
∗ au.

Now we write V ◦ and (V ∗)◦ as in the case α > 1/2. V ◦ = (I − V ◦
0 1

t
V1,n+1), (V

∗)◦ =

(I − V ∗
1,n+11

t
(V ∗

0 )◦). Look at the first term in (3.35),

−b(V ∗
1,n+1)

◦ |δt⟩ ⟨δt| (V ∗
0 )◦b∗a

−1b−1Db−1
∗ (I − V ◦

0 1
t
V1,n+1) (3.36)

We first show the term has V ◦
0 1

t
V1,n+1 is 0, that is to show

−b(V ∗
1,n+1)

◦ |δt⟩ ⟨δt| (V ∗
0 )◦b∗a

−1b−1Db−1
∗ V ◦

0 1
t
V1,n+1 = 0.

Notice that (V ∗
0 )◦ cancels the term V ◦

0 since they all commute with b−1Db−1
∗ , what
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is left is

−b(V ∗
1,n+1)

◦ |δt⟩ ⟨δt| b∗a−1b−1Db−1
∗ 1

t
V1,n+1.

Looking at b∗a
−1b−1Db−1

∗ ,

b∗a
−1b−1Db−1

∗ = b∗a
−1D(b∗b)−1 = a−1Db∗(b∗b)−1 = a−1Db−1 (3.37)

The first equality is according to our definition, the second equality is according to

commutativity, and the third equality is according to the lemma (3.1.4). Then the

term is 0 because of the support of the operator. Notice that this is the reason we

want to define b−1
∗ , b−1 as the non-physical Green’s function. It maintains the same

domain as in α > 1/2.

Thus,

(3.36) = −b(V ∗
1,n+1)

◦ |δt⟩ ⟨δt| (V ∗
0 )◦b∗a

−1b−1Db−1
∗

= −b(V ∗
1,n+1)

◦ |δt⟩ ⟨δt| (V ∗
0 )◦a−1b−1D

= (∂t,1 − Lx1)V
∗D, x1 = 0

(3.38)

For the second line in (3.35), using the same proof, we can see that it is −D(∂t,1−
Lx1)V . This finishes the proof of the lemma in the case that 0 < α < 1/2.

Lastly, we check the case α = 1/2. All the properties used in (3.37) are still

valid for α = 1/2. Notice that the definition of b−1 is that it is the integral operator

with kernel b−1(x, z) = 1x<z − 1x≥z, so Db−1 = −2I. Thus, a−1Db−1 = −2a−1, so

⟨δt| a−1Db−11
t

= 0. This shows that the proof in the case 0 < α < 1/2 will all go

through; thus, the lemma also works in the case α = 1/2.

Proof. (Proof of Proposition (3.1.16)) It is a well-known identity that if the kernel

depends smoothly on a parameter t, then the partial derivative of the Fredholm

determinant is

∂t
√

det(I −K) =
1

2

√
det(I −K) tr(I −K)−1∂tK.

Now we check how Lxi
acts on the square root of the determinant. By Lemma (2.2.18)

and Lemma (3.1.13), Lxi
V is a rank-1 operator for all xi ≥ 0. Let us denote

Lxi
V = |h⟩ ⟨g| , Lxi

V ∗ = |g⟩ ⟨h|
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for some function h, g. Recall our kernel in (3.8) is defined by

K =

(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

)(
S DS

D−1S S

)(
(V ′)∗ −(V ′)∗DV ′

0 V ′

)
. (3.39)

In order to write things in matrix form, we name the first matrix in (3.39) by S1, the

second matrix by V , the third matrix by S2, and the last matrix V ′.

So

K↓xi = K + S1

(
|g⟩ ⟨h| − |g⟩ ⟨h|DV − V ∗D |h⟩ ⟨g|

0 |h⟩ ⟨g|

)
S2V ′

Define the rank one operator

G1 =

(
|g⟩
0

)
, H1 =

(
⟨h| − ⟨h|DV

)
,

G2 =

(
−V ∗D |h⟩
|h⟩

)
H2 =

(
0 ⟨g|

)
.

Let G =
(
G1 G2

)
,H =

(
H1

H2

)
,

(
|g⟩ ⟨h| − |g⟩ ⟨h|DV − V ∗D |h⟩ ⟨g|

0 |h⟩ ⟨g|

)
= GH.

Thus, generator Lxi
gives a rank two perturbation. Thus, by Proposition (5.1.3),

det(I −K↓xi) = det(I −K) det(I − (I −K)−1S1GHS2V ′) (3.40)

Using Proposition (5.1.2),

(3.40) = det(I −K) det(I −HS2V ′(I −K)−1S1G). (3.41)

The second determinant on the right-hand side is a 2 × 2 determinant. We denote

this matrix as

(
1−M11 M12

M21 1−M22

)
and write out each component.

M12 = H1S2V ′(I −K)−1S1G2.
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We will show that M12 is anti-symmetric, i.e. M12 = M∗
12. Since M12 is a scalar, thus

it can only be 0.

M∗
12 = G∗

2S∗
1 ((I −K)−1)∗(V ′)∗S∗

2H
∗
1 .

Notice the relation that

G∗
2 = H1J, H∗

1 = JG2,

S∗
1 = JS2J, S∗

2 = JS∗
1J,

V∗ = −JVJ, (V ′)∗ = −JV ′J.

(3.42)

J is the matrix

(
0 I

−I 0

)
, thus J2 = −I.

M∗
12 = H1JJS2J((I −K)−1)∗(V ′)∗JS∗

1JJG2

= H1S2J((I −K)−1)∗(V ′)∗JS∗
1G2.

For ((I −K)−1)∗, we have

((I −K)−1)∗ =
∞∑
n=0

((S1VS2V ′)n)∗ =
∞∑
n=0

−J(V ′S1VS2)nJ

Thus,

J((I −K)−1)∗(V ′)∗J =
∞∑
n=0

−(V ′S1VS2)nV ′ =
∞∑
n=0

−V ′(S1VS2V ′)n = −V ′(I −K)−1.

This finishes the proof that M12 is antisymmetric, thus M12 = 0. M21 = H2S2V ′(I −
K)−1S1G1, since we also have the relation that

H∗
2 = −JG1, G

∗
1 = −H2J, (3.43)

Thus M21 is also antisymmetric. With the same proof, thus M21 = 0.

Now we want to prove M∗
11 = M22, from which we can derive M11 = M22 since

they are scalars.

M11 = H1S2V ′(I −K)−1S1G1,

M22 = H2S2V ′(I −K)−1S1G2.

Using the relations in (3.42) and (3.43), it is easy to see that M∗
11 = M22. Thus we
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have

det

(
1−M11 M12

M21 1−M22

)
= (1−M11)(1−M22) = (1− 1

2
(M11 + M22))

2.

Now we have√
det(I −K↓xi)−

√
det(I −K)

=
√

det(I −K)(1− 1
2
(M11 + M22))2 −

√
det(I −K)

= 1
2

√
det(I −K)(M11 + M22) = 1

2

√
det(I −K) tr(I −K)−1Lxi

K.

The last equality is true because for the rank one operators |h⟩ ⟨g|, we have

tr(I −K)−1 |h⟩ ⟨g| = ⟨g| (I −K)−1 |h⟩

By summing all xi, the proposition is proved.

3.1.4 Initial condition

To check the initial condition, similar to the full space case, we need an absorbing

lemma to reduce unuseful peaks and require some properties about Sm,n
a,b .

We want to emphasize that the lemma in the half-space version is not that differ-

ent; the reason is that b, b∗ are exactly the same type of operator as a, a∗.

Now we introduce the absorbing lemma for half-space.

Lemma 3.1.17. Let Kform1 be defined as the kernel defined in Theorem (3.1.1).

Kform1 =

(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

) (
S DS

D−1S S

)(
V ′∗ V ′∗DV ′

0 V ′

)

Recall that the first three matrices are parameterized by C0,s−y(x1, h1; . . . ;xn, hn). If

r ≤ d, then

Kform1 = K
\xn

form1 (3.44)

The notation K
\xn

form1 means that it is the kernel parameterized by the configuration

with the peak xn removed:

C0,sm−ym(x1, h1; . . . , xn−1, hn−1).

Proof. (Proof of Lemma (3.1.17). Let us multiply out the first three matrices to make
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it clearer.(
−SV ∗S + SV ∗DVD−1S + DSV D−1S −SV ∗DS + SV ∗DV S + DSV S

D−1SV ∗S −D−1SV ∗DVD−1S − SV D−1S D−1SV ∗DS −D−1SV ∗DV S − SV S

)
(3.45)

There are three types of operators: SV S, SV ∗S, SV ∗DV S if we ignore the D,D−1 in

between them. It turns out that D,D−1 will not affect the arguments in this proof.

We look at SV S first. Applying Corollary (3.1.8) on 10S
l,l
1,1V Sl,l

1,110, it equals

10S
l,r
1,0(I − au1

t
W1,n1

t
ad∗)S

r,l
0,110.

Since r ≤ d, we can apply Lemma (2.2.22) on the right-hand side of the equation, it

becomes

10S
l−un,r
1,0 (I − au−un1

t
W1,n−11

t
ad−dn
∗ )Sr,l−un

0,1 10.

Since l − un ≥ r, we apply Corollary (3.1.8) again, it becomes

10S
l−un,l−un

1,1 (I − a−l+un+r
∗ b−1

∗ au−un1
t
W1,n−11

t
ad−dn
∗ al−un−r

∗ b∗)S
l−un,l−un

1,1 10.

This is exactly the kernel SV S parameterized by C0,sm−ym(x1, h1; . . . ;xn−1, rn−1).

For 10S
l,l
1,1V

∗Sl,l
1,110, it is similar. Applying Corollary (3.1.9), we have it equal to

10S
r,l
0,1(I − ad1

t
W ∗

1,n1
t
au∗)Sl,r

1,010.

Now we can apply Lemma (2.2.22) on the left side of the equation; it becomes

10S
r,l−un

0,1 (I − ad−dn1
t
W ∗

1,n−11
t
au−un
∗ )Sl−un,r

1,0 10.

Applying Corollary (3.1.9) again, it becomes

10S
l−un,l−un

1,1 (I − al−un−rbad−dn1
t
W ∗

1,n−11
t
au−un
∗ a−l+un+r

∗ b−1
∗ )Sl−un,l−un

1,1 10,

which is the kernel SV S parameterized by C0,sm−ym(x1, h1; . . . ;xn−1, hn−1). For kernel

Sl,l
1,1V

∗DV Sl,l
1,1, it is slightly different. After we apply Corollary (3.1.10), we get

Sr,l
0,1(I − ad1

t
W ∗

1,n1
t
au∗)ar−lb−1Db−1

∗ ar−l
∗ (I − au1

t
W1,n1

t
ad∗)S

r,l
0,1.



CHAPTER 3. HALF-SPACE TASEP WITH A GENERAL INITIAL CONDITION 70

On both sides of the equation, the same manipulation is still true; we have

Sr,l−un

0,1 (aun
∗ − ad−dn1

t
W ∗

1,n−11
t
au∗)ar−lb−1Db−1

∗ ar−l
∗ (aun − au1

t
W1,n−11

t
ad−dn
∗ )Sr,l−un

0,1 .

Pull out aun
∗ in the first bracket and aun in the second bracket, using the fact that

they both commute with b−1Db−1
∗ , i.e.

aun
∗ b−1Db−1

∗ aun = aunb−1Db−1
∗ aun

∗ ,

we can see that aun
∗ , aun adds to ar−l

∗ , ar−l on the other side of b−1Db−1
∗ . The formula

becomes

Sr,l−un

0,1 (I − ad−dn1
t
W ∗

1,n−11
t
au−un
∗ )aun+r−lb−1Db−1

∗

◦ aun+r−l
∗ (I − au−un1

t
W1,n−11

t
ad−dn
∗ )Sr,l−un

0,1 .

Last step, apply Corollary (3.1.10), we have it equal to

Sl−un,l−un

1,1 al−un−rb(I − ad−dn1
t
W ∗

1,n−11
t
au−un
∗ )aun+r−lb−1Db−1

∗

◦ aun+r−l
∗ (I − au−un1

t
W1,n−11

t
ad−dn
∗ )al−un−rbSr,l−un

0,1 .

which is the kernel Sl,l
1,1V

∗DV Sl,l
1,1 parameterized by C0,sm−ym(x1, h1; · · · ;xn−1,

hn−1). After the simplification, the kernel can be again factored into(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

) (
S DS

D−1S S

)

with the new parameters.

Recall Lemma (2.2.25) illustrates when there is a correct Dirac delta function on

one side, a∗, a can act on S nicely. We have the same lemma for b, b∗,

Lemma 3.1.18. For any −t1 < t2,

1t1S
n,m
a,b b |δt2⟩ = 1t1S

n,m
a−1,b |δt2⟩ , ⟨δt2| b∗S

n,m
a,b 1t1 = ⟨δt2 |S

n,m
a−1,b1t1 . (3.46)

For any −t1 ̸= t2,

⟨δt1|S
n,m
a,b b |δt2⟩ = ⟨δt1|S

n,m
a−1,b |δt2⟩ , ⟨δt2 | b∗S

n,m
a,b |δt1⟩ = ⟨δt2 |S

n,m
a−1,b |δt1⟩ . (3.47)
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Lemma 3.1.19. Recall the definition of sn,ma,b in (3.7).

sn,m0,0 (x,−x) = 0 if n− 2 ≥ m > 0, sn,n−1
0,0 (x,−x) = −1/2

sn,m1,0 (x,−x) = 0 if n− 1 ≥ m > 0

Proof. Evaluating the residue of the integrand,

sn,m0,0 (x, y) = (−1)n
2m−n

(n− 1)!

n−1∧m∑
i=0

(
n− 1

i

)
m!

(m− i)!
(−x− y)n−1−ie−

1
2
(x+y). (3.48)

When x = −y and n− 2 ≥ m, the degree of (−x− y) is always positive; thus, it is 0.

When m = n− 1, it can easily be seen that the value is −1/2.

Now we prove for s1,0, which has residue at both w = 1/2 and w = (2α− 1)/2.

sn,m1,0 (x, y) = 2m−n−1(−1)n+1

{
e−

2α−1
2

(x+y) αm

(α− 1)n
+

e−
1
2
(x+y)

(n− 1)!

n−1∑
i=0

n−1−i∧m∑
j=0

(
n− 1

i

)(
n− 1− i

j

)
(−x− y)im!(−(n− 1− i− j))!

(m− j)!(1− α)n−1−i−j

} (3.49)

Plug in y = −x, it equals

= 2m−n−1(−1)n+1

{
αm

(α− 1)n
+

1

(n− 1)!

n−1∧m∑
j=0

(
n− 1

j

)
m!(−(n− 1− j))!

(m− j)!(1− α)n−j

}

= 2m−n−1(−1)n+1

{
αm

(α− 1)n
−

n−1∧m∑
j=0

1

j!

m!

(m− j)!
(
−1

1− α
)n−j

}
.

(3.50)

When n > m, the last term is

m∑
j=0

1

j!

m!

(m− j)!
(
−1

1− α
)n−j) = (1− (1− α))m(α− 1)−n =

αm

(α− 1)n
,

which cancels the first term in the parenthesis.

The next lemma prepares the eigenfunction for the kernel.
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Lemma 3.1.20. Recall the V ′ defined to be V ′ = b−1
∗ ar

′−l
∗ 10a

l−r′
∗ b∗ in (3.11), then

V ′Sl,0
1,0 |δ0⟩ = Sl,0

1,0 |δ0⟩ ,

(V ′)∗DV ′Sl,0
1,0 |δ0⟩ = (V ′)∗DSl,0

1,0 |δ0⟩ .

Proof. The first equation is obtained by switching a∗, b∗ with the indicator function

10,

b−1
∗ ar

′−l
∗ 10a

l−r′

∗ b∗S
l,0
1,0 |δ0⟩

= 10S
l,0
1,0 |δ0⟩+ b−1

∗ ar
′−l

∗ |δ0⟩ ⟨δ0| al−r
∗ Sl,0

1,0 |δ0⟩

+ al−r′

∗

l−r′∑
i=1

ar
′−l+i−1

∗ |δ0⟩ ⟨δ0| al−r′−i
∗ Sl,0

1,0 |δ0⟩ .

By Lemma (3.1.18) and Lemma (3.1.19), we have

⟨δ0| al−r′−i
∗ Sl,0

1,0 |δ0⟩ = Sr′+i
1,1 for all i = 0, · · · l − r′

(Here Lemma (3.1.18) is used in the sense that we take Sl,0
1,0 |δ0⟩ = limε→0 S

l,0
1,0 |δε⟩).

What is left is 10S
l,0
1,0 |δ0⟩ = Sl,0

1,0 |δ0⟩.
For the second statement, it is obvious in the case α > 1/2, via the first equality.

When 0 < α ≤ 1/2, it is not obvious since there is b−1Db−1
∗ in (V ′)∗DV ′. Recall

When 0 < α ≤ 1/2, using the same argument above, by switching b∗, a
l−r′ across

10, we get

al−r′b10a
r′−lb−1Db−1

∗ ar
′−l

∗ 10a
l−r′

∗ b∗S
l,0
1,0 |δ0⟩

= al−r′b10a
r′−lb−1Db−1

∗ b∗10S
l,0
1,0 |δ0⟩

(3.51)

Since all the commutator terms are still 0. Then using (3.1.4),

(3.51) = al−r′b10a
l−r′b−1D10S

l,0
1,0 |δ0⟩ , (3.52)

which is what we want.

Similar to Lemma (2.2.27), we have

Lemma 3.1.21. For t ≥ 0, if a ≥ c + 2, c ≥ 0,

⟨δt|Sa,b
0,11−tS

b,c
1,0 |δt⟩ = 0, ⟨δt|D−1Sa,b

0,11−tDSb,c
1,0 |δt⟩ = 0.
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Proof. For the first equality,

⟨δt|Sa,b
0,11−tS

b,c
1,0 |δt⟩ =

∫ ∞

−t

dysa,b0,1(t, y)sb,c1,0(y, t)

= 2sa,b(t,−t)sb,c1,0(−t, t) + ⟨δt|Sa,b1tS
b,c |δt⟩

In the first term, either sa,b(t,−t) is 0 or sb,c1,0(−t, t) is 0 due to Lemma (3.1.19); the

second term is 0 by Lemma (2.2.27). For the second equality,

⟨δt|D−1Sa,b
0,11−tDSb,c

1,0 |δt⟩ = D−1sa,b0,1(t,−t)s
b,c
1,0(−t, t) + ⟨δt|Sa,b

0,11−tS
b,c
1,0 |δt⟩

The first boundary term is 0 due to Lemma (3.1.19); the second term reduces to the

first case.

Lemma 3.1.22. (Eigenfunction lemma for S0,1, S1,0)

10S
n,m
1,0 10S

m,n
0,1 Sn,0

1,0 |δ0⟩ = Sn,0
1,0 |δ0⟩

10DSn,m
1,0 10D

−1Sm,n
0,1 10DSn,0

1,0 |δ0⟩ = −DSn,0
1,0 |δ0⟩

(3.53)

when n > 0.

Proof.

Sn,m
1,0 10S

m,n
0,1 Sn,0

1,0 |δ0⟩ =

∫ ∞

0

dy

∫ ∞

0

dzsn,m1,0 (x, y)sm,n
0,1 (y, z)sn,01,0 (z, 0)

=
m−1∑
i=0

2

∫ ∞

0

dzsn,m−1−i
1,0 (x, 0)sm−i,n

0,1 (0, z)sn,01,0 (z, 0)

+

∫ ∞

0

dy

∫ ∞

0

dzsn,01,0 (x, y)s0,n0,1 (y, z)sn,01,0 (z, 0).

(3.54)

From Lemma (3.1.21), all terms are zero except when i = m− 1. Thus, we have

Sn,m
1,0 10S

m,n
0,1 Sn,0

1,0 |δ0⟩ = 2

∫ ∞

0

dzsn,01,0 (x, 0)s1,n0,1 (0, z)sn,01,0 (z, 0). (3.55)

Following the proof of Lemma (3.1.21), it is easy to see that∫ ∞

0

dz2s1,n0,1 (0, z)sn,01,0 (z, 0) = 4s1,0(0, 0)s1,0(0, 0) = 1

Thus, equation (3.55) is sn,01,0 |δ0⟩
To prove the second statement, first, one needs to carefully check that when D
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and D−1 hit the indicator function in S1,0, it generates nothing due to the indicator

functions 10 and 10. Then we have

10DSn,m
1,0 10D

−1Sm,n
0,1 10DSn,0

1,0 |δ0⟩

=

∫ ∞

0

dy

∫ ∞

0

dzDsn,m1,0 (x, y)D−1sm,n
0,1 (y, z)Dsn,01,0 (z, 0)

= −
∫ ∞

0

dyDsn,m1,0 (x, y)D−1sm,n
0,1 (y, 0)sn,01,0 (0, 0)

−
∫ ∞

0

dy

∫ ∞

0

dzDsn,m1,0 (x, y)sm,n
0,1 (y, z)sn,01,0 (z, 0)

The first term is 0 due to sn,01,0 (0, 0). Continuing with the second term, we have

−
∫ ∞

0

dy

∫ ∞

0

dzDsn,m1,0 (x, y)sm,n
0,1 (y, z)sn,01,0 (z, 0)

= −
∫ ∞

0

dyDsn,m1,0 (x, y)sm,n(y, 0)sn,01,0 (0, 0)

−
∫ ∞

0

dy

∫ ∞

0

dzDsn,m1,0 (x, y)sm,n(y, z)sn,0(z, 0)

= −
∫ ∞

0

dyDsn,m1,0 (x, y)sm,n(y, 0)sn,01,0 (0, 0)

−
n−1∑
i=0

2

∫ ∞

0

dyDsn,m1,0 (x, y)sm,n−i−1(y, 0)sn−i,0(z, 0).

Similarly, the first term is 0, and in the summation, the only term that is not 0 is

i = n− 1, we have

−
∫ ∞

0

D2sn,m1,0 (x, y)sm,0(y, 0)s1,0(0, 0) =

∫ ∞

0

Dsn,m1,0 (x, y)sm,0(y, 0).

Now, keep doing integration by parts again, we have

∫ ∞

0

Dsn,m1,0 (x, y)sm,0(y, 0) =
m−1∑
i=0

2Dsn,m−i−1
1,0 (x, 0)sm−i,0(0, 0)

= −Dsn,01,0 (x, 0).

Recall there is 10 at the beginning, thus it is −DSn,0
1,0 |δ0⟩.
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Lemma 3.1.23. For n > 0,

Sm,n
0,1 W ∗ar−lb−1Db−1

∗ ar−l
∗ WSm,n

0,1 Sn,0
1,0 |δ0⟩

= Sn,m
0,1 W ∗ar−lb−1DSn,0

1,0 |δ0⟩
(3.56)

Proof. From explicit expressions for Sn,m
1,0 , Sn,m

0,1 in Lemma (3.1.19), we see that when

l > r,

Sl,r
0,0 = ϱ

(1− 2D)r

(1 + 2D)l
, or Sl,r

0,0 =
(1 + 2D)r

(1− 2D)l
ϱ

Using the same proof as in Lemma (3.1.22),

Sn,m
0,0 WSm,n

0,1 Sn,0
1,0 |δ0⟩ = Sn,0

0,0 .

Then using definition (3.15) and (3.1.4), we have

Sm,n
0,1 W ∗ar−lb−1Db−1

∗ Sn,0
0,0 |δ0⟩ = Sm,n

0,1 W ∗ar−lb−1DSn,0
1,0 |δ0⟩ ,

which is what we want to prove.

Proposition 3.1.24. Given the initial condition (x⃗, h⃗). Let H(x) be the height func-

tion of the TASEP associated with (x⃗, h⃗). Let F (t,H) = P((x⃗, h⃗)t ≤ {y, s}) be defined
in (3.1.1). Then

lim
t→0

F (t,H) = 1(x⃗,⃗h)≤{y,s} = 1H(y)≤s.

Proof. If the trough {y, s} is outside the cone Cxprim,hprim , we have either r ≤ 0 or

r′ ≤ 0 in the kernel (3.21). Recall the kernel is

Kform2 =

(
−Sr,r′

0,0 DSl,r+r′−l
1,−1

D−1Sr+r′−l,l
−1,1 −Sr′,r

0,0

)(
W ∗ −W ∗ar−lb−1Db−1

∗ ar−l
∗ W

0 W

)

·

(
Sr′,r
0,0 DSl,r+r′−l

1,−1

D−1Sr+r′−l,l
−1,1 Sr,r′

0,0

)(
10 10a

r′−lb−1Db−1
∗ ar

′−l
∗ 10

0 10

)
.

(3.57)

If r ≤ 0, then r + r′ − l ≤ 0 since r′ ≤ l is always true by definition. In that case,

both Sr,r′

0,0 , S
r+r′−l,l
−1,1 are 0, so the whole kernel is 0. If r ≤ 0, then r + r′ − l ≤ 0 since

r ≤ l is always true by definition. In that case, both Sr′,r
0,0 , S

r+r′−l,l
−1,1 are 0. Thus we

have that the probability is 1, which is what we want to show.

Now assume the trough {y, s} is inside the cone. If r ≤ d, then we can apply the

absorbing Lemma (3.1.17) to reduce the kernel. We keep applying the kernel until

either there is only one peak or r > d after some steps. In the case that r > d, we
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want to show that the probability is 0, by giving an explicit eigenfunction. We show

that

(
DSl,0

1,0 |δ0⟩
−Sl,0

1,0 |δ0⟩

)
is an eigenfunction with eigenvalue −1. To check the eigenvalue,

we use the kernel in the form in (3.8), which is

Kform1 =

(
−S DS

D−1S −S

)(
al−rbW ∗ar−lb−1 −al−rbW ∗ar−lb−1Db−1

∗ ar−l
∗ W

0 ar−l
∗ b−1

∗ Wal−r
∗ b∗

)

·

(
S DS

D−1S S

)(
al−r′b10a

r′−lb−1 al−r′b10a
r′−lb−1Db−1

∗ ar
′−l

∗ 10a
l−r′
∗ b∗

0 b−1
∗ ar

′−l
∗ 10a

l−r′
∗ b∗

)
.

(3.58)

Using Lemma (3.1.20),(
al−r′b10a

r′−lb−1 al−r′b10a
r′−lb−1Db−1

∗ ar
′−l

∗ 10a
l−r′
∗ b∗

0 b−1
∗ ar

′−l
∗ 10a

l−r′
∗ b∗

)(
DSl,0

1,0 |δ0⟩
−Sl,0

1,0 |δ0⟩

)
(3.59)

which is

(
0

−Sl,0
1,0 |δ0⟩

)
.

Now write out the result of the multiplication of the first three matrices, set

H := ar−lb−1Db−1
∗ ar−l

∗ , S2 = Sl,r
1,0, S1 = Sr,l

0,1 to save some space; it is

(
−S1W

∗S2 + DS2WD−1S1 − S1W
∗HWD−1S1 −S1W

∗DS2 + DS2WS1 − S1W
∗HWS1

D−1S1W
∗S2 − S2WD−1S1 + D−1S1W

∗HWD−1S1 D−1S1W
∗DS2 − S2WS1 + D−1S1W

∗HWS1

)

By Lemma (3.1.22),(3.1.23),

(−S1W
∗DS2 + DS2WS1 − S1W

∗HWS1)(−Sl,0
1,0 |δ0⟩) = −DSl,0

1,0 |δ0⟩

(D−1S1W
∗DS2 − S2WS1 + D−1S1W

∗HWS1)(−Sl,0
1,0 |δ0⟩) = Sl,0

1,0 |δ0⟩
(3.60)

which finishes the proof that the eigenvalue is −1.

3.1.5 Uniqueness

In the previous sections, we showed that the equation we proposed in (3.1.1) satis-

fies the Kolmogorov equation, with the correct initial condition. Now we want to

show that this solution is unique, which ensures that the equation in (3.1.1) is the

probability distribution for the half-space TASEP.

Up to now, we have been using the TASEP peak function representations. We

want to switch to the particle occupation variable notation. Notice that there is a
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one-to-one correspondence between the peak functions and the occupation variable

plus the initial height h(0).

(x⃗, h⃗)←→ (h(0), η).

Assume u is a solution to the following equation(∂t − L)u(t, h(0), η) = 0,

u(0, h(0), η) = 0.

Notice that L acts on (h(0), η). We want to show that u(T, h(0), η) = 0 for all

T > 0, which implies the uniqueness of the solution. Assume µ is the product of

product Bernoulli(α) measures on η, and the counting measure on 2Z , which is

invariant for L. Let T > 0, for any v(t, η), we have∫ T

0

∫
(∂t − L)u(t, η)v(t, η)dtdµ = 0. (3.61)

By integration by parts,

∫
u(T, η)v(T, η)− u(0, η)v(0, η)dµ−

∫ T

0

∫
u(t, x)(∂t + L∗)v(t, η)dtdµ = 0 (3.62)

If we have a set of v(t, h(0), η) which satisfies the following condition:

(∂t + L∗)v(t, h(0), η) = 0

v(T, h(0), η) = 1h(0)=k,η1=a1,··· ,ηn=an where ai ∈ {0, 1}, k ∈ 2Z.
(3.63)

then we have
∫
u(T, h(0), η)1η1=a1,··· ,ηn=andµ = 0, for all finite particle configura-

tions with a prefixed height at 0, which implies that u(T, h(0), η) = 0.

Now we only need to solve equation (3.63). It turns out that L∗ is the generator

of TASEP with particles jumping to the left with rate 1, and with rate (1 − α), the

particle at site 1 will be annihilated. See Proposition (3.1.25). This is also the model

that the half-space TASEP is running backward; thus, we solved it while solving the

half-space TASEP. It is just the equation in (3.98) with t replaced by −t. This finishes

the proof that the solution is unique for 0 < α < 1.

Proposition 3.1.25. The adjoint of the half-space TASEP generator Lα under the



CHAPTER 3. HALF-SPACE TASEP WITH A GENERAL INITIAL CONDITION 78

stationary measure µα is

L∗f(h(0), η) =
∑
x≥2

ηx(f(ηx,x−1)− f(η)) + (1− α)(f(h(0) + 2, η1 = 0)− f(h(0), η)).

(3.64)

Proof.∫
Lf(η)g(η)dµα =

∫ (∑
x≥1

ηx(f(ηx,x+1)− f(η))

+ (1− α)
(
f(h(0)− 2; η1 = 1)− f(h(0); η)

))
g(η)dµα.

(3.65)

By renaming ηx,x+1 to be η, we have it equal to

=

∫ ∑
x≥2

ηxf(η)(g(ηx,x−1)− g(η))dµα +

∫
ηNf(η)(g(η))−

∫
η1f(η)g(η)dµα

+

∫
(1− α)(f(h(0)− 2; η1 = 1)− f(h(0); η))g(η)dµα.

(3.66)

ηN , η1 are independent, have a probability α of being 1, and a probability 1 − α of

being 0, thus it equals

=

∫
dµα

∑
x≥2

ηxf(η)(g(ηx,x−1)− g(η)) +

∫
dµη1

α α2f(η1 = 1)g(η1 = 1)

+

∫
dµη1

α α(1− α)f(η1 = 0)g(η1 = 0)−
∫

dµη1
α αf(η1 = 1)g(η1 = 1)

+

∫
dµη1

α α(1− α)
(
f(h(0)− 2; η1 = 1)− f(h(0); η1 = 0)

)
g(η1 = 0).

(3.67)

dµη1
α means the product measure excluding η1. Observe that f(η1 = 0)g(η1 = 0)

cancels. It equals∫ ∑
x≥2

ηxf(η)(g(ηx,x−1)− g(η))dµα

+

∫
dµη1

α α(1− α)f(h(0)− 2, η1 = 1)g(η1 = 0)− f(η1 = 1)g(η1 = 1)).

(3.68)

For the second line, since we have the counting measure on h(0), by a change of
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variable, it equals∫
dµη1

α α(1− α)f(h(0), η1 = 1)g(h(0) + 2, η1 = 0)− f(η1 = 1)g(η1 = 1))

=

∫
dµα(1− α)

(
g(h(0) + 2, η1 = 0)− g(η1 = 1)

)
f(η1 = 1)

(3.69)

which is what we want.

3.2 Multi-point distribution

In this section, we will present the multi-point distribution formula for the half-space

TASEP. We will show it satisfies the Kolmogorov equation and has the correct initial

condition. The uniqueness argument is the same as in the previous section. Before

we state the theorem, recall the kernel in the one-point case in (3.8),

Kform1 =

(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

)(
S DS

D−1S S

)(
(V ′)∗ −(V ′)∗DV ′

0 V ′

)
(3.70)

, where V is parametrized by {x⃗, h⃗}; V ′ is parametrized by {y, s}. We need to

transform the kernel into another form. Recall V ′ = b−1
∗ ar

′−l
∗ 10a

l−r′
∗ b∗. Let’s denote

Y = b−1
∗ ar

′−l
∗ ; thus, V ′ = Y 10Y

−1. Apply Proposition (5.1.2),

det(I −Kform1)

= det

(
I −

(
10(Y

∗) 0

0 10Y
−1

)(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

)

·

(
S DS

D−1S S

)(
(Y ∗)−110 0

0 Y 10

)(
I 10Y

∗DY 10

0 I

)) (3.71)

Call K̃ to be the composition of the first 5 matrices in the kernel; then it becomes

det(I −Kform1) = det(I − K̃

(
I 10Y

∗DY 10

0 I

)
)

= det(I − K̃

(
I 10Y

∗DY 10

0 I

)
) det(I −

(
0 10Y

∗DY 10

0 0

)
)

= det(I −

(
0 10Y

∗DY 10

0 0

)
− K̃)

(3.72)
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The second equality is true since the second determinant is 1; the third equality

is true since

(
I Y ∗DY

0 I

)(
I −Y ∗DY

0 I

)
=

(
I 0

0 I

)
. Notice that both K̃ and

10Y
∗DY 10 are on L2([0,∞), thus the Fredholm Pfaffian can be thought of as defined

on L2([0,∞)) × L2([0,∞)). We will use this new kernel in defining the multipoint

formula. To prepare for the multipoint formula, we need to slightly modify Y ∗DY .

Let Ỹ ∗ = ba−lar∗, Ỹ = b∗a
−l
∗ ar. In the one-point case, Ỹ ∗DỸ = Y ∗DY since all

these operators commute; however, in the multi-point case, they will be indexed by

different variables.

The next thing is that we want to use the kernel in the form in (3.21), thus

K̃ =

(
10(Y

∗) 0

0 10Y
−1

)(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

)
(

S DS

D−1S S

)(
(Y ∗)−110 0

0 Y 10

)
(3.73)

Now invoke the general philosophy from the full-space case, see remark (2.3.2): In

the ij entry, the left piece is parametrized by {yi, si}; the right piece is parametrized

by {yj, sj}. Now we can state the theorem.

Theorem 3.2.1. Assume that we start the half-space TASEP with the initial config-

uration having peaks at (x1, h1; . . . , xn, hn). The probability that at time t it is below

the configuration {y1, s1; · · · ; ym, sm} is given by:

P((x1, h1; . . . ;xn, hn)t ≤ {y1, s1; · · · ; ym, sm}) = Pf(J + JK)L2([0,∞))m , (3.74)

where K is a matrix-valued kernel on m copies of L2([0,∞)) × L2([0,∞)). That

means the kernel K maps {1, · · · ,m} × R to a 2× 2 antisymmetric matrix.

K(i, ·; j, ·) =

(
1i<j(a)−d′ij(a∗)

−u′
ij 0

0 1i<j(a∗)
−d′ij(a)−u′

ij

)
+ K̃ij

+

(
0 10Y

∗
i a

lj−li
∗ Dari−rjYj10

0 0

) (3.75)
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where

K̃ij =

(
10 0

0 10

)(
−S DS

D−1S −S

)
yi,si

(
W ∗ −W ∗ar−lb−1Db−1

∗ ar−l
∗ W

0 W

)

·

(
S DS

D−1S S

)
yj ,sj

(
10 0

0 10

) (3.76)

The second and fourth matrices are defined in (4.11), with parameters being

li = l0,si−yi(x⃗, h⃗) := (hn + xn − si + yi)/2

ri = r0,si−yi(x⃗, h⃗) : (h1 − x1 − si + yi)/2

r′i = r0,−xn−hn({yi, si}) := (−si − yi + xr + hn)/2

(3.77)

The third matrix is the same object as in the one-point case, which only depends on

(x⃗, h⃗) (Notice that l − r is xprim)). Yi = b−1
∗ a

r′i−li
∗ , and

u′
ij =

j−1∑
k=i

u′
k, d′ij =

j−1∑
k=i

d′k

u′
i = (yi+1 − yi − si+1 + si)/2, d′i = (yi+1 − yi + si+1 − si)/2.

(3.78)

Recall from the full space case that u′
i, d

′
i records information from {yi, si} to

{yi+1, si+1}.

3.2.1 Kolmogorov equation

Proposition 3.2.2. (∂t − L)
√

det(I + K) = 0

Proof. For each K(i, ·; j, ·), we have (∂t − L)K(i, ·; j, ·) = 0, using the same proof as

in the one-point case.

Now we need to show that (∂t − L) can go through the determinant. For the

derivative in t, we have

∂t
√

det(I −K) =
1

2

√
det(I −K) tr(I −K)−1∂tK.

From the proof of the one-point case, we know each Lxi
K(i, ·; j, ·) gives a rank two

perturbation of a 2×2 matrix kernel, thus we denote it as GjHj. Define the following
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row vector and column vector:

Hk =
(
H1

k,H2
k, · · · ,Hm

k

)
, Gk =


G1k
G2k
· · ·
Gmk

 (3.79)

Then

Lxk

√
det(I −K) =

√
det(I −K − GkHk)−

√
det(I −K)

=
√

det(I −K)(
√

det(I −Hk(I −K)−1Gk)− 1)

Again det(I −Hk(I −K)−1Gk) is a 2 × 2 matrix, with the same structure as in the

one-point case, thus

(
√

det(I −Hk(I −K)−1Gk)− 1) =
1

2
tr(I −K)−1∂tK. (3.80)

3.2.2 Initial condition

Proposition 3.2.3. Given the initial condition (x⃗, h⃗). Let h(x) be the height function

of the half-space TASEP associated with (x⃗, h⃗). Let F (t, h) = P((x⃗, h⃗)t ≤ {y⃗, s⃗}).Then

lim
t→0

F (t, h) = 1(x⃗,⃗h)≤{y⃗,s⃗} = Πm
i=11h(yi)≤si .

Proof. We analyze similarly to the full-space case. Notice that if there is a trough

(yk, sk) outside the cone Cxprim,hprim , there are two cases.

x

y
(xprim, hprim)

(yk, sk)
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Case1: yk ≤ xprim and sk ≥ hprim− xprim + yk. In this case, it is clear that all the

troughs (yj, sj) for j ≤ k are also outside the cone Cxprim,hprim .

In this case, rj = (r1 − sj − x1 + yj)/2 ≤ 0 for all j ≤ k. By definition, S
rj ,r

′
j

0,0 =

0, D−1S
rj+r′j−lj ,lj
−1,1 = 0 for the same reason as in the one-point case. Thus, in every

j-th column (j ≤ k), K(i, ·; j, ·) = 1i<j(a)−u′
ij(a∗)

−d′ij .

Thus, the first k×k diagonal block of I−K is an upper triangular matrix of 2×2

matrices with matrix

(
0 1

−1 0

)
operators along the first k diagonal position, so the

determinant reduces:

det((I −K)mi=1,j=1) = det((I −K)mi=k+1,j=k+1) (3.81)

Case2:

x

y
(xprim, hprim)

(yk, sk)

yk ≥ xprim and sk ≥ hprim + xprim− yk. In this case, it is clear that all the troughs

(yi, si) for i ≥ k are also outside the cone Cxprim,hprim .

In this case, r′i = (rn − si + xn − yi)/2 ≤ 0 for all i ≥ k. By definition, S
r′i,ri
0,0 =

0, D−1S
ri+r′i−li,li
−1,1 = 0, thus in every i-th row, K(i, ·; j, ·) = 1i<j(a)−u′

ij(a∗)
−d′ij for i ≥ k.

Thus, the last k×k diagonal block of I−K is an upper triangular matrix of 2×2

matrices with matrix

(
0 1

−1 0

)
operator along the last m − k diagonal position, so

the determinant reduces:

det((I −K)mi=1,j=1) = det((I −K)ki=1,j=1) (3.82)

Now we are ready to discuss the proof.

If all the troughs are outside the cone Cxprim,hprim , then the configuration is already

less than or equal to {y⃗, s⃗}. We want to show F (0, h) = 1. In this case, the whole
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kernel I −K reduces to an upper triangular matrix with the identity operator along

the diagonal; thus, its determinant is 1.

Now assume there exist some troughs in the cone. Since what is outside the cone

does not affect the determinant, WLOG, we can assume that all the troughs are in

the cone. If there exists r′i ≥ u or ri ≥ d, we apply the absorbing lemma (2.2.22) to

reduce the kernel. The following figure illustrates when that is needed:

x

y
(xprim, hprim)

As we have shown in the one-point case, if the trough is completely above the

initial configuration, the kernel Sli,riWSri,li reduces to 0. Thus, if all the troughs

inside the cone Cxprim,hprim are of this type, the kernel again reduces to an upper

triangular matrix with an identity along the diagonal. Thus, we have F (0, h) = 1,

which is what we want.

Now assume that there exists a trough (yk, sk) that is below the initial configura-

tion. Now we want to show the F (0, h) = 0. To do that, we present an eigenfunction

for the kernel K with eigenvalue 1. Recall

K(i, ·; j, ·) =

(
1i<j(a)−d′ij(a∗)

−u′
ij 0

0 1i<j(a)−u′
ij(a∗)

−d′ij

)
+ K̃ij

+

(
0 10Y

∗
i a

lj−li
∗ Dari−rjYj10

0 0

)
(3.83)

where

K̃ij =

(
10 0

0 10

)(
−S DS

D−1S −S

)
yi,si

(
W ∗ −W ∗ar−lb−1Db−1

∗ ar−l
∗ W

0 W

)

·

(
S DS

D−1S S

)
yj ,sj

(
10 0

0 10

)
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Recall that in the one-point case we find the eigenfunction for the kernel in the form

Kmatrix =

(
−S DS

D−1S −S

)(
V ∗ −V ∗DV

0 V

)(
S DS

D−1S S

)(
(V ′)∗ −(V ′)∗DV ′

0 V ′

)
(3.84)

We write the last matrix as the product of three matrices.(
(Y ∗)−110 0

0 Y 10

)(
I 10Y

∗DY 10

0 I

)(
10(Y

∗) 0

0 10Y
−1

)
(3.85)

and move the last matrix to the front using det(I − AB) = det(I − BA). Thus,

the eigenfunction of K(k, ·; k, ·) would be

fk |δ0⟩ :=

(
I 10Y

∗
k DYk10

0 I

)(
10(Y

∗)k 0

0 10Y
−1
k

)(
DSlk,0

1,0 |δ0⟩
−Slk,0

1,0 |δ0⟩

)

=

(
0

−10Y
−1
k Slk,0

1,0 |δ0⟩

)
.

(3.86)

WLOG we can assume yk, sk is the last trough in the configuration. From () we

know that is an eigenfunction of K(k, ·; k, ·) with eigenvalue 1. Now we show that

f =


0

0

· · ·
fk |δ0⟩

 (3.87)

is the eigenfunction we want. 0 in f is a 2× 1 column vector with 0 entries.

Kf =


K(1, ·; k, ·)fk |δ0⟩
K(2, ·; k, ·)fk |δ0⟩

· · ·
K(k, ·; k, ·)fk |δ0⟩

 . (3.88)

Thus, we just need to show that for 1 ≤ i < k, K(i, ·; k·)f = 0
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K̃(i, ·; k·)fk =

(
10(Y

∗)i 0

0 10Y
−1
i

)(
−S DS

D−1S −S

)
li

(
V ∗ −V ∗DV

0 V

)(
S DS

D−1S S

)
lk(

10(Y
∗) 0

0 10Yk

)(
I 10Y

∗
k DYk10

0 I

)(
10(Y

∗)k 0

0 10Y
−1
k

)(
DSlk,0

1,0 |δ0⟩
−Slk,0

1,0 |δ0⟩

)
(3.89)

From calculations in the one-point case, the result of the last four matrices becomes(
0

−Slk,0
1,0 |δ0⟩

)
Let H := ari−lib−1Db−1

∗ ark−lk
∗ ,multiply out

(
−S DS

D−1S −S

)
li

(
V ∗ −V ∗DV

0 V

)(
S DS

D−1S S

)
lk

.

we have

(
−Sri,li

0,1 W ∗Slk,rk
1,0 + DSli,ri

1,0 WD−1Srk,lk
0,1 − Sri,li

0,1 W ∗HWD−1Srk,lk
0,1 −Sri,li

0,1 W ∗DSlk,rk
1,0 + DSli,ri

1,0 WSrk,lk
0,1 − Sri,li

0,1 W ∗HWSrk,lk
0,1

D−1Sri,li
0,1 W ∗Slk,rk

1,0 − Sli,ri
1,0 WD−1Srk,lk

0,1 + D−1Sri,li
0,1 W ∗HWD−1Srk,lk

0,1 D−1Sri,li
0,1 W ∗DSlk,rk

1,0 − Sli,ri
1,0 WSrk,lk

0,1 + D−1Sri,li
0,1 W ∗HWSrk,lk

0,1

)

Now compute

(−Sri,li
0,1 W ∗DSlk,rk

1,0 + DSli,ri
1,0 WSrk,lk

0,1 − Sri,li
0,1 W ∗HWSrk,lk

0,1 )(−Slk,0
1,0 |δ0⟩)

(D−1Sri,li
0,1 W ∗DSlk,rk

1,0 − Sli,ri
1,0 WSrk,lk

0,1 + D−1Sri,li
0,1 W ∗HWSrk,lk

0,1 )(−Slk,0
1,0 |δ0⟩)

(3.90)

First compute

DSli,ri
1,0 WSrk,lk

0,1 (−Slk,0
1,0 |δ0⟩) (3.91)

From the proof of the one-point case, we know that all the finite rank parts act Slm,0

will be 0, thus we just need to consider DSli,ri
1,0 10S

rk,lk
0,1 Slk,0

1,0 |δ0⟩

DSli,ri
1,0 10S

rk,lk
0,1 Slk,0

1,0 |δ0⟩ =

∫ ∞

0

dy

∫ ∞

0

dzDsli,ri1,0 (x, y)srk,lk0,1 (y, z)slk,01,0 (z, 0)

=

rk−1∑
k=0

2

∫ ∞

0

dzDsli,ri−k−1
1,0 (x, 0)srk−k,lk

0,1 (0, z)slk,01,0 (z, 0)

(3.92)

From Lemma (2.2.27), all of the terms are zero except when k = rk − 1. Thus we

have it equal to

2

∫ ∞

0

dzDsli,ri−rm
1,0 (x, 0)s1,n0,1 (0, z)sn,01,0 (z, 0) (3.93)
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Since ∫ ∞

0

dz2s1,n0,1 (0, z)sn,01,0 (z, 0) = 4s1,00,1(0, 0)s1,01,0(0, 0) = 1

So DSli,ri
1,0 10S

rk,lk
0,1 Slk,0

1,0 |δ0⟩ = DSli,ri−rk
1,0 |δ0⟩. On the other hand,

(−Sri,li
0,1 W ∗DSli,ri

1,0 − Sri,li
0,1 W ∗HWSrk,lk

0,1 )(−Slk,0
1,0 |δ0⟩)

is still 0 since Sri,li
0,1 W ∗HWSrk,lk

0,1 )(−Slk,0
1,0 |δ0⟩) = (−Sri,li

0,1 W ∗DSli,ri
1,0 )(−Slk,0

1,0 |δ0⟩) for the

same reason as the one-point case. For a similar calculation, the second line in (3.2.2)

gives Sli,ri−rk
1,0 |δ0⟩. Lastly, appending the first matrix, we have

K̃(i, ·; k, ·)fk |δ0⟩ =

(
10(Y

∗)i 0

0 10Y
−1
i

)(
−DSli,ri−rk

1,0 |δ0⟩
Sli,ri−rk
1,0 |δ0⟩

)

=

(
−DS

li,ri−rk+r′i−li
1,−1 |δ0⟩
S
r′i,ri−rk
0,0 |δ0⟩

)
.

(3.94)

Now we compute(
0 −10Y

∗
i a

lk−li
∗ Dari−rkYk10

0 0

)
fk |δ0⟩

=

(
0 −10Y

∗
i a

lk−li
∗ Dari−rkYk10

0 0

)(
0

−10Y
−1
k Slk,0

1,0 |δ0⟩

)

=

(
10Y

∗
i a

lk−li
∗ Dari−rkSlk,0

1,0 |δ0⟩
0

)
=

(
10Y

∗
i DSli,ri−rk

1,0 |δ0⟩
0

)
,

(3.95)

which cancels the first entry in (3.94). Lastly, check

(
(a)−d′ik(a∗)

−u′
ik 0

0 (a)−d′ik(a∗)
−u′

ik

)(
I 10Y

∗
k DYk10

0 I

)

·

(
10(Y

∗)k 0

0 10Y
−1
k

)(
DSlk,0

1,0 |δ0⟩
−Slk,0

1,0 |δ0⟩

)

=

(
(a)−d′ik(a∗)

−u′
ik 0

0 (a)−u′
ik(a∗)

−d′ik

)(
0

−10Y
−1
k Slk,0

1,0 |δ0⟩

) (3.96)

Recall that
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lm − li = u′
im, rm − ri = u′

im

r′i − r′m = d′im;
(3.97)

Thus, the last expression is

(
0

−Sr′i,ri−rk
0,0 |δ0⟩

)
, which cancels the second entry in

(3.94). Thus, the proof is finished.

3.3 Path integral version of the kernel

Here we want to give another version of the kernel, which is called the path integral

formula:

Theorem 3.3.1. Assume that we start the half-space TASEP with rate 1 > α > 0

with the initial configuration having peaks at (x1, h1; . . . , xn, hn), x1 ≥ 0. The prob-

ability that at time t, it being below the configuration {y1, s1; . . . ; ym, sm}, y1 ≥ 0 is

given by:

P((x1, h1 · · ·xn, hn)t ≤ {y1, s1; . . . ; ym, sm}) =
√

det(I −KPI−s)L2(R) (3.98)

where

KPI−s = Sl,l
1,1KinitS

l,l
1,1Kfinal, (3.99)

where l = (hn + xn − sm + ym)/2, and

Kinit = VI + D−1V ∗
I D −D−1V ∗

I DVI ,

Kfinal = VF + D−1V ∗
FD −D−1V ∗

FDVF ,
(3.100)

Γ is a simple, positively oriented loop that includes w = 1/2 and w = (2α − 1)/2.

VI is the kernel V that we introduced before the theorem (see 3.11), parameterized

by the configuration C0,sm−ym(x1, h1; · · · , xn, hn); VF is the kernel V parameterized by

C0,−xn−hn(y1,−s1; . . . ; ym,−sm), with all indicator functions 1
t
replaced by 1

0
.

This is called the path integral kernel since the final configuration information is

also represented in a symmetric way as the information for the initial configuration.

Also, the space of the kernel is on R. The following is another form of the path

integral version, where the kernel is a 2× 2 matrix kernel.
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Corollary 3.3.2. Under the same notation and assumptions as Theorem (3.3.1),

P((x1, h1 · · · xn, hn)t) ≤ {y1, s1; . . . ; ym, sm}) = Pf(J + JKPI−m)L2(R)

=
√

det(I + KPI−m)L2(R)×L2(R)

(3.101)

where

KPI−m =

(
−S DS

D−1S −S

)(
V ∗
I −V ∗

I DVI

0 VI

)(
S DS

D−1S S

)(
V ∗
F V ∗

FDVF

0 VF

)
. (3.102)

and J(x, y) =

(
0 1

−1 0

)
δxy. All S in the kernel are Sl,l

1,1,

There is a method in [BCR15] which is about transforming the kernel on m copies

of L2 space to a kernel on L2 space. However, the method can only be applied

formally in our scenario. Surprisingly, the kernel we derived in the end makes sense

and can be proven using the Kolmogorov equation checking method. Since the proof

is very similar, we will not redo it here. Rather, we show the kernel KPI−m can be

transformed to KPI−s. We write(
−S DS

D−1S −S

)
=

(
D 0

0 I

)(
I

−I

)(
S S

)(D−1 0

0 I

)
,

(
S DS

D−1S S

)
=

(
D 0

0 I

)(
I

I

)(
−S S

)(D−1 0

0 I

)
,

and applying the identity det(I − AB) = det(I − BA), we get the scalar version of

the kernel.

To see the kernel JK is an antisymmetric kernel, we write(
V ∗
F V ∗

FDVF

0 VF

)
=

(
V ∗
F 0

0 I

)(
I D/2

0 I

)(
I D/2

0 I

)(
I 0

0 VF

)

and bring

(
I D/2

0 I

)(
I 0

0 VF

)
to the front using det(I − AB) = det(I − BA), we
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have(
I D/2

0 I

)(
I 0

0 VF

)(
−S DS

D−1S −S

)(
V ∗
I −V ∗

I DVI

0 VI

)

·

(
S DS

D−1S S

)(
V ∗
F 0

0 I

)(
I D/2

0 I

)
, (3.103)

then it is easy to check that multiplying this kernel by the matrix J is antisymmetric.



Chapter 4

Scaling limit and the half-space

KPZ fixed point

4.1 Transformation of the kernel

In the kernel (3.74), all the S operators are explicit, and a standard steepest descent

method can be applied. The W operator, which records the initial condition, is harder

to compute a limit. However, it has a nice probabilistic interpretation as a Brownian

bridge hitting some curves. We will first do some transformations on the kernel. Let

dh⃗x⃗(y) =

y = ri if y = xi

−∞ if y ̸= xi for all i.
The strict epigraph of a function f is defined to

be

epi(f) = {(m, y) : m ∈ R, y > f(m)} (4.1)

Recall W is defined by

W = (I −W11
t
W1,21

t
W2,3 · · · 1

t
Wn−1,n1

t
Wn+1),

Wi,i+1 = a−uia−di
∗ , W1 = au, Wn+1 = ad∗,

(4.2)

. Let ExpWalk(W) be a random walk such that it has u1 steps with Exp(1/2) −
2 jumps, then followed by d1 steps with 2 − Exp(1/2), then followed by u2 steps

with Exp(1/2) − 2 jumps, etc., and it ends with dn−1 steps with 2 − Exp(1/2). Let

ExpWalk(W)i,j(x, y) be the transition density of the walk restricted to i-th to j-th

steps, starting from x, ending at y. Let τ = min{i : ExmWalk(W)i > −2ri}. Define

91
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the following hit operator:

ExpWalk(W)hiti(x, z) =

∫ ∞

−ri

dyPx(τ = i,ExpWalk(W)i = y)ExpWalk(W)i,u+d(y, z))

(4.3)

Proposition 4.1.1.

W = aue−(t+2r1)D

n∑
i=1

ExpWalk(W)hitie(t+2hn)Dad∗ (4.4)

Proof. Pull out au, ad∗ outside the bracket and we focus on

a−ua−d
∗ − 1

t
W1,21

t · · · 1t
Wn−1,n1

t
.

Notice that this operator is a combination of a−1
∗ , a−1 and the projection operator.

We write out their integral form:

a−1
∗ (x, y) = 1x≥y

1
2
e(y−x)/2, a−1(x, y) = 1y≥x

1
2
e(x−y)/2 (4.5)

Notice a−1
∗ (x, y) is the transition density of a random walk with Exp(1/2) jump to

the left, with mean −2; a−1(x, y) is the transition density of a random walk with

Exp(1/2) jump to the right, with mean 2. By composing them, we see that Wi,i+1 is

also a transition density function for a random walk, with a drift 2ri+1−2ri. Since all

Wi,i+1(x, y) only depend on the difference of x, y, we can do a shift of t of the whole

operator, and get:

e−tD(a−ua−d
∗ − 1

0
W1,21

0 · · · 10
Wn−1,n1

0
)etD.

Then we want to shift the starting and endpoint of Wi,j to make it mean 0, i.e., write

(a−ua−d
∗ − 1

0
W1,21

0
W · · · 10

Wn−1,n10)

= (a−ua−d
∗ − e−2r1D1

−2r1e2r1DW1,2e
−2r2D1

−2r2 · · ·

1
−2rn−1e2rn−1DWn−1,ne

−2rnD1
−2hne2rnD)

= e−2r1D(e2r1Da−ua−d
∗ e−2rnD − 1

−2r1e2r1DW1,2e
−2r2D1

−2r2

· · · 1−2rn−1e2rn−1DWn−1,ne
−2rnD1

−2hn)e2rnD

(4.6)
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Denote

P hit(x, y) = (e2r1Da−ua−d
∗ e−2rnD − 1

−2r1e2r1DW1,2e
2r2D1

−2r2 · · · 1−2rn−1e2rn−1DWn−1,ne
−2rnD1

−2hn)(x, y)

(4.7)

All the translation operators will make all W1,n a mean 0 walk; we denote it as

W ◦
i,i+1. The (4.7) is the probability density that a random walk W ◦

1,2,W
◦
2,3, · · · ,W ◦

n−1,n,

starting from x, ends at y, being greater than −2ri at xi for some i; we denote it as

P hit(x, y).

We want to further rewrite the probability.

P hit = 1−2r1a
−ua−d

∗ +
n∑

i=2

1
−2r1W1,i1−2riWi,i+1Wi+1,i+2 · · ·Wn−1,n (4.8)

This formula means that the probability is summing over the probability that the

walk first hits the curve at the i-th wedge. Each term in the summation reads: the

walk does not hit in the first i− 1 wedges, then hits at the i-th wedge, then the walk

can go to the endpoint freely. Using the notation we defined before the proposition,

we have

P hit =
n∑

i=1

ExpWalk(W)hiti .

Thus the statement is proved.

Lastly, we want to write out the kernel coefficient explicitly in (3.74). Recall

K̃ij =

(
−S DS

D−1S −S

)
yi,si

(
W ∗ −W ∗ar−lb−1Db−1

∗ ar−l
∗ W

0 W

)

·

(
S DS

D−1S S

)
yj ,sj

(4.9)

The second and fourth matrices are defined in (4.11), with parameters being

li = l0,si−yi(x⃗, h⃗) := (hn + xn − si + yi)/2

ri = r0,si−yi(x⃗, h⃗) : (h1 − x1 − si + yi)/2

r′i = r0,−xn−hn({yi, si}) := (−si − yi + xn + hn)/2

(4.10)



CHAPTER 4. SCALING LIMIT AND THE HALF-SPACE KPZ FIXED POINT 94

(
−S DS

D−1S −S

)
y,s

:=

(
−Sr,r′

0,0 DSl,r+r′−l
1,−1

D−1Sr+r′−l,l
−1,1 −Sr′,r

0,0

)
(

S DS

D−1S S

)
y,s

:=

(
Sr′,r
0,0 DSl,r+r′−l

1,−1

D−1Sr+r′−l,l
−1,1 Sr,r′

0,0

) (4.11)

Multiply the matrices out, we have K̃ij =

(
M11 M12

M21 M22

)
, where

M11 = −Sri,r
′
i

0,0 W ∗S
r′j ,rj
0,0 + S

ri,r
′
i

0,0 W ∗HWD−1S
rj+r′j−lj ,lj
−1,1 + DS

li,ri+r′i−li
1,−1 WD−1S

rj+r′j−lj ,lj
−1,1 ,

M12 = −Sri,r
′
i

0,0 W ∗DS
lj ,rj+r′j−lj
1,−1 + S

ri,r
′
i

0,0 W ∗HWS
rj ,r

′
j

0,0 + DS
li,ri+r′i−li
1,−1 WS

rj ,r
′
j

0,0 ,

M21 = D−1S
ri+r′i−li,li
−1,1 W ∗S

r′j ,rj
0,0 −D−1S

ri+r′i−li,li
−1,1 W ∗HWD−1S

rj+r′j−lj ,lj
−1,1

− S
r′j ,rj
0,0 WD−1S

rj+r′j−lj ,lj
−1,1 ,

M22 = D−1S
ri+r′i−li,li
−1,1 W ∗DS

lj ,rj+r′j−lj
1,−1 −D−1S

ri+r′i−li,li
−1,1 W ∗HWS

rj ,r
′
j

0,0 − S
r′j ,rj
0,0 WS

rj ,r
′
j

0,0 .

(4.12)

We analyze M11 term and the rest are the same. Using Proposition (4.1.1), we plug

in

W = aue−(t+2r1)D(
∑
k=1

ExpWalk(W)hitk)e(t+2hn)Dad∗

ExpWalk(W)hitk(x, z) =∫ ∞

−2rk

dyPx(τ = k,ExpWalk(W)k = y)ExpWalk(W)k,u+d(y, z))

into the formula. The ExpWalk(W)k,u+d(y, z)e(t+2hn)Dad∗ can be absorbed into S since

y ≥ −ri, i.e. we have

1−2rkExpWalk(W)k,u+d(y, ·)e
(t+2hn)Dad∗D

−1S
rj+r′j−lj ,lj
−1,1

= 1−2rke
(t+2ri)DD−1S

rk−xk−sj−yj
2

,
rk+xk−sj+yj

2
−1,1

(4.13)

The reason for the change of shift operator from e(t+2hn)D to e(t+2rk)D is that in order

to absorb random walk transition density into S, you need to change it back to the

original walk that is not mean 0.
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To use a simpler notation for the indices, define

S
(−xk,−yk)
a,b := S

rj+r′j−lj ,lj

a,b = S
rk−xk−sj−yj

2
,
rk+xk−sj+yj

2
a,b (4.14)

We would like to mention this is a ”posteriori” notation. All the terms that come

into the coefficient in S will be in the form (rk − xk − sj − yj)/2 with the restriction

that r, x comes in as a pair, s, j comes in as a pair; the sign for r is always positive;

the sign for s is negative; the sign for x and y in the first and second superscripts are

different; i.e. as long as we record the x and y in the first superscript, we know the

whole S.

Further, to use a similar notation as in [MQR21], we define

D−1S
epi,−yj
−1,1 (x, z)

:=
∑
k=1

∫ ∞

−2rk

Px(τ = k,ExpWalk(W)k = y)e(t+2ri)DD−1S
rk−xk−sj−yj ,rk+xk−sj+yj
−1,1 (y, z)

(4.15)

Now the last term in M11 reduces to DS
li,ri+r′i−li
1,−1 aue−(t+h1)DD−1S

epi,−yj
−1,1 , we want

to bring all the au into S. When a hits S, it will generate boundary terms

B
li,ri+r′i−li
1,−1 ,which is equivalent to having S

li,ri+r′i−li
1,−1 (x,−x). Since li − ri ≥ u and

r′i ≤ li, thus by Lemma (3.1.19), all the boundary terms are 0, and we have

DS
li,ri+r′i−li
1,−1 aue−(t+2r1)DSepi,j

−1,1 = DS
x1+h1−si+yi

2
,
h1−x1−si−yi

2
1,−1 e−(t+h1)DD−1S

epi,−yj
−1,1

= DS
(x1,yi)
1,−1 e−(t+2r1)DD−1S

epi,−yj
−1,1

(4.16)

Now we look at the first term in M11,

W ∗ = ade−(t+2hn)D(
n∑

k=1

ExpWalk(W)hitk)∗e(t+2r1)Dau∗ .

All (
∑n

k=1 ExpWalk(W)hitk)∗ can be brought into S
ri,r

′
i

0,0 , and it becomes (Sepi,−yi
0,0 )∗. To

bring au∗ into S
r′j ,rj
0,0 , there will also be boundary terms, S

r′j−i,rj
0,0 (x,−x) where i < u.

Notice

r′j − rj − u

= (−sj − yj + xn + hn) /2 + (h1 − x1 − sj + yj)/2− (xn − x1 + hn − h1)/2

= 2r1 − 2yi

(4.17)



CHAPTER 4. SCALING LIMIT AND THE HALF-SPACE KPZ FIXED POINT 96

which is not necessarily positive. However, in the scaling limit we are going to con-

sider, yi ∼ ε−1 and h1 ∼ ε−3/2, thus we can assume that h1−yi > 0. So, we can bring

au∗ into S
r′j ,rj
0,0 and

au∗S
r′j ,rj
0,0 = S

−sj−yj+x1+h1
2

,
h1−x1−sj+yj

2
0,0 = S

(x1,−yj)
0,0

Lastly, the second term in M11, which is S
ri,r

′
i

0,0 W ∗HWD−1S
rj+r′j−lj ,lj
−1,1 . Using the

same arguments above,

WD−1S
rj+r′j−lj ,lj
−1,1 = aue−(t+h1)DD−1S

epi,−yj
−1,1

S
ri,r

′
i

0,0 W ∗ = (Sepi,−yi
0,0 )∗e(t+2r1)Dau∗

(4.18)

Recall H = ar−lb−1Db−1
∗ ar−l

∗ , so putting them together, it is

(Sepi,−yi
0,0 )∗e(t+2r1)Dau∗a

r−lb−1Db−1
∗ ar−l

∗ aue−(t+h1)DD−1S
epi,−yj
−1,1

= (Sepi,−yi
0,0 )∗e(t+2r1)Dar−l+ub−1Db−1

∗ ar+u−l
∗ e−(t+h1)DD−1S

epi,−yj
−1,1

= (Sepi,−yi
0,0 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+h1)DD−1S

epi,−yj
−1,1

(4.19)

The second equality is due to the a, a∗ commuting with b−1Db−1
∗ . The third equality

is by definition that r+u− l = −x1. Up to now, we have transformed the kernel M11

into the form in which we will apply the asymptotic analysis. For M12,M21,M22, the

analysis is the same; we will just write them out in the form we want.

M11 = −(Sepi,yi
0,0 )∗e(t+2r1)DS

(x1,−yj)
0,0 + DS

(x1,yi)
1,−1 e−(t+2r1)DD−1S

epi,−yj
−1,1

+ (Sepi,yi
0,0 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+h1)DD−1S

epi,−yj
−1,1

M12 = −(Sepi,yi
0,0 )∗e(t+2r1)DDS

(x1,yj)
1,−1 + DS

(x1,yi)
1,−1 e−(t+2r1)DS

epi,yj
0,0

+ (Sepi,yi
0,0 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+h1)DS

epi,yj
0,0

M21 = (D−1Sepi,−yi
−1,1 )∗e(t+2r1)DS

(x1,−yj)
0,0 − S

(x1,−yi)
0,0 e−(t+2r1)DD−1S

epi,−yj
−1,1

− (D−1Sepi,−yi
−1,1 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+h1)DD−1S

epi,−yj
−1,1

M22 = D−1(Sepi,−yi
−1,1 )∗e(t+2r1)DDS

(x1,yj)
1,−1 − S

(x1,−yi)
0,0 e−(t+2r1)DS

epi,yj
0,0

− (D−1Sepi,−yi
−1,1 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+h1)DS

epi,yj
0,0 .

(4.20)

4.2 Point-wise limit of the kernel

Now we are ready to consider the scaling limit of the TASEP height function.
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For ε > 0, the 1 : 2 : 3 rescaled TASEP height function is

hε(t,x) := ε1/2[h(2εt−3/2, 2ε−1x) + ε−3/2t]. (4.21)

This corresponds to scaling the initial condition diffusively,

hε(0,x) := ε1/2h(0, 2ε−1x). (4.22)

This scaling corresponds to studying the scaling limit to perturbations of density 1/2.

General density ρ could also be analyzed with the same method.

We have the following scaling on all the variables:

tε = 2ε−3/2t, rεi = ε−1/2ri + ε−3/2t, xε
i = 2ε−1xi,

sεi = ε−1/2si, yεi = 2ε−1yi

(4.23)

For the injection parameter α, we can either fix a α > 1/2, in which case one can

derive the formula in the symplectic-unitary transition scheme, or one can weakly

scale the parameter around 1/2, which is the case we will consider in the following.

We scale

αε =
1 + ρε1/2

2
. (4.24)

The state space we will work with is

UC := { upper semicontinuous functions f : [0,∞) with

f(x) ≤ C(1 + |x|) for some C <∞ and h(x) > −∞ for some x.}
(4.25)

For any function f : [0,∞)→ [−∞,∞), we define the hypograph of f as

hypo(f) = {(x, y) : y ≤ f(x)} (4.26)

A function f ∈ UC if and only if hypo(f) is closed. We define the metric on [−∞,∞)

to be |x − y| = |ex − ey|. Let dH be the Hausdorff metric: for X, Y be non-empty

subsets in a metric space (M,d)

dH(X, Y ) = max{sup
x∈X

d(x, Y ), sup
y∈Y

d(X, y)}.

hn → h in local Hausdorff topology if for any M ≥ 1,

dH(hypo(hn)|[0,M ], hypo(h)|[0,M ])→ 0
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. UC is a Polish space under this topology. The Borel sigma algebra can be generated

by the finite-dimensional set:

{f ∈ UC : f(xi) ≤ ri, i = 1, · · · , n}.

We use LC to denote the set of functions f such that −f ∈ UC.

Before we state the convergence results, we need to develop some notation for the

limiting objects. Let us recall some operators from [MQR21]. For t > 0,

St,x(z1, z2) : = 1
2πi

∫
C

π/3
1

dwetw
3/3+xw2+(z1−z2)w

= t−1/3e
2x3

3t2
−
(z1−z2)x

t Ai(−t−1/3(z1 − z2) + t−4/3x2).

(4.27)

where C
π/3
a = {a + reiπ/3 : r ∈ [0,∞)} ∪ {a + re−iπ/3 : r ∈ [0,∞)}. This is the

integral kernel for the operator ex∂
2+t∂3/3. For t = 0, the operator is still well defined

for x > 0. For t1, t2 > 0, it behaves like a group, i.e. St1,x1St2,x2 = St1+t2,x1+x2 .

One useful property of the operator is: S−t,x = (St,x)∗. We are going to use some

variation of this operator.

St,x
a,b(z1, z2) =

∫
C

π/3
aw

(w + ρ)b

(−w + ρ)a
etw

3/3+xw2+(ζ1−ζ2)wdw. (4.28)

where aw < −|ρ|. Define p = ρ−D, p∗ = ρ + D For h ∈ UC, define

S
hypo(h),t,x
a,b (z1, z2) = EB(0)=z1 [S

t,x−τ
a,b (B(τ , z2))1τ<∞]. (4.29)

where B(x) is a Brownian motion with diffusion coefficient 2 and τ is the hitting time

of the hypograph of h. When h is clear from the context, we will omit it from the

superscript.

Now we are ready to state our main convergence theorem.

Theorem 4.2.1. Let h0 ∈ UC. Let hε(t,x) be the rescaled TASEP height function

defined in (4.21). Assume hε(0,x) → h0 in UC in distribution. Then for any y1 <

· · · < ym ∈ [0,∞), s1, · · · , sm ∈ R,

lim
ε→0

P(hε(t,y1) ≤ s1, · · · ,hε(t,ym) ≤ sm) = Pf(J + JK fp)(L2[0,∞)×L2[0,∞))m (4.30)
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where K fp is a matrix-valued kernel on m copies of L2[0,∞)× L2[0,∞), given by

K fp(i, ·; j, ·) = 1i<j

(
esiDe(yj−yi)D

2
e−sjD 0

0 e−siDe(yj−yi)D
2
esjD

)
+ K̃ fp(i, ·; j, ·)

+

(
0 esiD+yiD

2
p−1Dp−1

∗ e−sjD+yjD
2

0 0

)
(4.31)

where K̃ fp is(
esiD 0

0 e−siD

)(
−(S

hypo(h0),t,yi

0,0 )∗ DS−t,x1+yi
1,−1

(D−1S
hypo(h0),t,−yi

−1,1 )∗ S−t,x1−yi
0,0

)(
I e2x1D2

p−1Dp−1
∗ e2x1D2

0 I

)
(

S
t,x1−yj

0,0 DS
t,x1+yj

1,−1

D−1S
hypo(h0),t,−yj

−1,1 S
hypo(h0),t,yj

0,0

)(
e−sjD 0

0 esjD

)
(4.32)

Now we state the convergence theorem for each of the components. We will add

one more subscript in S to denote that all the variables in S are under the scaling we

are discussing.

Proposition 4.2.2. Recall Sxk,yi
a,b = S

xk+rk−si+yi
2

,
rk−xk−si−yi

2
a,b . Let zϵ1 = 2ε−1/2z1, z

ε
2 =

2ε−1/2z2.

2(ε−1/2)a−bε−1/2Sxk,yi
a,b,ε e

−(2rεk)Dϱ(zε1, z
ε
2)

→
∫
C

π/3
aw

(w + ρ)b

(−w + ρ)a
etw

3/3+(xk+yi)z
2+(z2−z1−si)wdw =: (St,xk+yi

a,b )∗(z1, z2 − si)
(4.33)

Where aw < −|ρ|. For S
epi,yj
a,b,ε ,

2(ε−1/2)a−bε−1/2ϱS
epi,yj
a,b,ε (zε1, z

ε
2)→ S

hypo(h0),t,yi

a,b (z1, z2) (4.34)

Proof. Recall the definition of Si,j
a,b in equation (3.7). Plugging in all the scaled vari-

ables, we have

Sxk,yi
a,b,ε e

−2rε1Dϱ(zε1, z
ε
2)

=

∫
Γ

dw
(2w + ρε1/2)b

(−2w + ρε1/2)a
exp {ε−3/2f1(w) + ε−1f2(w) + ε−1/2f3(w)}
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where

f1(w) = −2tw + t(log(1 + 2w)− log(1− 2w))/2,

f2(w) = −2xk(log(1 + 2w) + log(1− 2w))/2,

f3(w) = −(2z1 − 2z2 + 2rk)w + (rk − si)(log(1 + 2w)− log(1− 2w))/2

(4.35)

we have f ′
1(0) = f ′′

1 (0) = 0. We want to move the contour to C
π/3
0 since this is a path

on which the real part of f1 is decreasing ([BBCS18b] Lemma 5.9). We also check

here for completeness. Re[f1(re
±iπ/3)] is − t

4
(4r+log(1−2r+4r2)− log(1+2r+4r2)).

dRe[f1(re
±iπ/3)]

dr
= − 8(r2 + 2r4)t

1 + 4r2 + 16r4
< 0.

And clearly, for any κ1 > 0, there exists c1(κ1) > 0 such that Re[f1(re
±iπ/3)] < −c1

for r > κ1. But we cannot directly move the contour to C
π/3
0 since there can exist

poles at ±ε1/2|ρ|/2. We need to make a small blip at 0 to include the pole. We use

the same contour and notation as in [BBCS18b]. The contour C[ρ], ρ > 0 is defined

as in figure (4.1).

π/3

C[ρ]

ρε1/2

0

Figure 4.1: The contour C[ρ].

Fix N > 0. We will first cut off the contour outside the ball B0(N). The error

would be∫
C

π/3
0 ∩B0(N)c

dw
(2w + ρε1/2)b

(−2w + ρε1/2)a
exp {ε−3/2f1(w) + ε−1f2(w) + ε−1/2f3(w)}
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Parametrizing the curve by {re±iπ/3 : r > N}. For ε small enough, there exists c such

that

Re[ε−3/2f1(w) + ε−1f2(w) + ε−1/2f3(w)}] < −cε−3/2r,

and the term not in the exponent is bounded by c|r||a|+|b|, thus the integral would be

O(e−cε−3/2N), which goes to 0 as ε→ 0.

Now we focus on the contour that is C[ρ]∩B0(N). We take the Taylor expansion

of the exponent and do the change of variable w → ε1/2w/2, and derive that

(ε−3/2f1(w) + ε−1f2(w) + ε−1/2f3(w))− (
w3

3
t + w2x− w(z1 + s− z2)

= ε1/2O(w4t + w3x + w2(r1 − si))

(4.36)

Denote O(t,x, r1 − si) = O(w4t + w3x + w2(r1 − si). All the extra (ε1/2)b−a cancels

the one from (4.33). What we have is∫
dw

(w + ρ)b

(−w + ρ)a
exp {(w

3

3
t + w2x− w(z1 + s− z2) + ε1/2O(t,x, r1 − si)},

where the contour is 2ε−1/2(C[ρ] ∩ B0(N)). Using the bound that |ex − 1| ≤ e|x||x|,
if we want to eliminate the error term in the exponent, we pick up an error

eε
1/2O(w4t+w3x+w2(r1−si)ε1/2O(w4t + w3x + w2(r1 − si)

which is less than

eN ·O(w3t+w2x+w1(r1−si))N ·O(w3t + w2x + w1(r1 − si))

Since the contour is in the ball B0(N). The integral over the circular region in

2ε−1/2(C[ρ] ∩ B0(N)) is bounded which in ε, for the part on C
π/3
0 , by choosing N

small enough, we can ensure the coefficient of w3 in the exponent is positive, thus w3

will have exponential decay along C
π/3
0 . By the dominated convergence theorem, the

error would be O(ε1/2) which goes to 0.

Lastly, we append the contour 2ε−1/2(C[ρ] ∩ B0(N)) to infinity. Similar to the

cutoff in the first step, due to the exponential decay of the exponent, as ε → 0, the

error of appending the contour goes to 0. Thus we get the desired result. For S
epi,yj
a,b,ε
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, recall the definition:

S
epi,yj
a,b,ε (z1, z2) =

n∑
k=1

∫ ∞

−2rk

Pz1(τ = k,ExpWalk(W)k = dz3)e
(t+2rk)DS

−xk,−yj
a,b (z3, z2)

Now we plug in the scaling, also scale zε3 = 2ε−1/2z3, we have

(ε−1/2)a−b2ε−1/2ϱe(2r
ε
k)DS

−xk,−yj
a,b,ε → S

−xk,−yj

a,b (z3, z2 + sj)

The reason that the t is not present in the scaled shift operator is because rεk =

ε−3/2t + ε−1/2rk, thus we need to re-shift by tε to place the random walk in the

correct scale, thus it does not appear in the scaling. Now the probability becomes

P−2ε−1/2z1(τ
ε = kε−1,ExpWalk(Wε) = dzε3).

The walk now takes steps Exp(1/2)−2 and 2−Exp(1/2), which has variance 8. Since

we are diffusively scaling the random walk, with an extra factor 2 on the space, thus

the walk can be thought of as a walk with steps (Exp(1/2)−2)/2 and (2−Exp(1/2))/2,

which has variance 2. Thus, by Donsker’s theorem, ExpWalk(Wε) converges locally

uniformly to a Brownian motion with coefficient 2. Moreover, since we reflected the

start and endpoint, now τ ε is the hitting time of the hypograph of dh⃗x⃗ rather than

hitting the epigraph of d−2h⃗
x⃗ . Using Proposition 3.2 in [MQR21], we have τ ε → τ

in distribution, where τ is the time of Brownian motion B hitting the hypograph of

h0 = limε→0 d
h⃗ε

x⃗ε . Thus

2(ε−1/2)a−bε−1/2ϱS
epi,yj
a,b,ε (zε1, z

ε
2)→

∫
dk

∫ rk

−∞
dz3Pz1(τ = k,B = z3)S

−k−yj

a,b (z3, z2 + sj)

= S
hypo(h0),t,−yj

a,b (z1, z2 + sj).

(4.37)

This is the main structure of the kernel. Now we look closely at the exact kernels
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in (4.20).

M11 = −(Sepi,yi
0,0 )∗e(t+2r1)DS

(x1,−yj)
0,0 + DS

(x1,yi)
1,−1 e−(t+2r1)DD−1S

epi,−yj
−1,1

+ (Sepi,yi
0,0 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+2r1)DD−1S

epi,−yj
−1,1

M12 = −(Sepi,yi
0,0 )∗e(t+2r1)DDS

(x1,yj)
1,−1 + DS

(x1,yi)
1,−1 e−(t+2r1)DS

epi,yj
0,0

+ (Sepi,yi
0,0 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+2r1)DS

epi,yj
0,0

M21 = (D−1Sepi,−yi
−1,1 )∗e(t+2r1)DS

(x1,−yj)
0,0 − S

(x1,−yi)
0,0 e−(t+2r1)DD−1S

epi,−yj
−1,1

− (D−1Sepi,−yi
−1,1 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+2r1)DD−1S

epi,−yj
−1,1

M22 = D−1(Sepi,−yi
−1,1 )∗e(t+2r1)DDS

(x1,yj)
1,−1 − S

(x1,−yi)
0,0 e−(t+2r1)DS

epi,yj
0,0

− (D−1Sepi,−yi
−1,1 )∗e(t+2r1)Da−x1b−1Db−1

∗ a−x1
∗ e−(t+2r1)DS

epi,yj
0,0 .

There are multiple D,D−1 appearing in the kernel. Notice that since we scale

the space by 2ε−1/2, each D in the new space becomes ε1/2D/2, and D−1 be-

comes 2ε−1/2D−1. Then looking at a−x1b−1Db−1
∗ a−x1

∗ , if x1 is scaled diffusively, i.e.

xε
1 = 2ε−1x1, then by the central limit theorem,

1

ax
ε
1
e2ε

−1/2x1D → ex1D2

, e−2ε−1/2x1D
1

a
xε
1

∗
→ ex1D2

The drift terms will cancel each other since b−1Db−1
∗ (x, y) only depends on x− y. If

xε
1 is not scaled diffusively, i.e., if x1 always has a fixed distance to the origin, then

xε
1 → 0, and what is left is just b−1Db−1

∗ . Lastly, using the explicit formula in (3.1.3),

we directly have the limit of the operator b−1Db−1
∗ :

2ε1/2b−1Db−1
∗ → p−1Dp−1

∗
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Now we can combine all the ingredients to write out the limit for the kernels above

2ε−1/2M11 → esiD
[
− (S

hypo(h0),t,yi

0,0 )∗S
t,x1−yj

0,0 + DS−t,x1+yi
1,−1 D−1S

hypo(h0),t,−yj

−1,1

+ (S
hypo(h0),t,yi

0,0 )∗ex1D2

p−1Dp−1
∗ ex1D2

D−1S
hypo(h0),t,−yj

−1,1

]
e−sjD

4ε−1M12 → esiD
[
− (S

hypo(h0),t,yi

0,0 )∗DS
t,x1+yj

1,−1 + DS−t,x1+yi
1,−1 S

hypo(h0),t,yj

0,0

+ (S
hypo(h0),t,yi

0,0 )∗ex1D2

p−1Dp−1
∗ ex1D2

S
hypo(h0),t,yj

0,0

]
e−sjD

M21 → e−siD

[
(D−1S

hypo(h0),t,−yi

−1,1 )∗S
t,x1−yj

0,0 − S−t,x1−yi
0,0 D−1S

hypo(h0),t,−yj

−1,1

− (D−1S
hypo(h0),t,−yi

−1,1 )∗ex1D2

p−1Dp−1
∗ ex1D2

D−1S
hypo(h0),t,−yj

−1,1

]
esjD

2ε−1/2M22 → e−siD

[
D−1(S

hypo(h0),t,−yi

−1,1 )∗DS
t,x1+yj

1,−1 − S−t,x1−yi
0,0 S

hypo(h0),t,yj

0,0

− (D−1S
hypo(h0),t,−yi

−1,1 )∗ex1D2

p−1Dp−1
∗ ex1D2

S
hypo(h0),t,yj

0,0

]
esjD.

We write this in matrix product form.

(
esiD 0

0 e−siD

)(
−(S

hypo(h0),t,yi

0,0 )∗ DS−t,x1+yi
1,−1

(D−1S
hypo(h0),t,−yi

−1,1 )∗ S−t,x1−yi
0,0

)(
I e2x1D2

p−1Dp−1
∗ e2x1D2

0 I

)
(

S
t,x1−yj

0,0 DS
t,x1+yj

1,−1

D−1S
hypo(h0),t,−yj

−1,1 S
hypo(h0),t,yj

0,0

)(
e−sjD 0

0 esjD

)
(4.38)

This completes the pointwise asymptotic analysis for K̃(i, ·; j, ·) in (3.74). There

are two other terms required in (3.74) that require analysis.

(a)−u′
ij(a∗)

−d′ij (4.39)

where u′
ij = (yj−yi−sj +si)/2, d′ij = (yj−yi +sj−si)/2. This is the diffusive scaling

of the transition density of a random walk; thus, by the central limit theorem,

2ε−1/2(a)−u′
ij(a∗)

−d′ij → esiDe(yj−yi)D
2

e−sjD

2ε−1/2(a∗)
−u′

ij(a)−d′ij → esjDe(yj−yi)D
2

e−siD.
(4.40)
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Lastly, for the element Y ∗
i a

lj−li
∗ Dari−rjYj,

4ε−1Y ∗
i DYj = ari−rj+r′i−lib−1Db−1

∗ a
lj−li+r′j−lj
∗

= a(−sεi−yεi+sεj−yεj )/2b−1Db−1
∗ a

(−yεi−yεj−sεj+sεi )/2
∗

→ esiD+yiD
2

p−1Dp−1
∗ e−sjD+yjD

2

(4.41)

4.3 Trace Norm bounds

Up to now, we have shown the pointwise convergence of the kernel. In order to show

the Fredholm determinant convergence, we need to show that the kernel is convergent

in trace norm; thus, we now want to give a uniform bound of all the kernels above in

trace norm.

Proposition 4.3.1. Define Mk as the multiplication operator such that

Mkf(x) = ekxf(x).

For any 0 < δ < 1/2, the operator M−|ρ|DS
(x1,yi)
1,−1,ε e

−(2rε1)DD−1S
epi,−yj
−1,1,ε M|ρ| is bounded

in trace norm, uniformly in ε.

Proof. In this proof, it should be understood that all the intermediate space vari-

ables z1, z2 · · · are scaled versions, which is 2ε−1/2z1, 2ε
−1/2z2, · · · . We start with the

operator DS
(x1,yi)
1,−1,ε e

−(2rε1)DD−1S
epi,−yj
−1,1,ε (z1, z4), which is

∫
dz2

∫ ∞

0

dk

∫
dz3Pz2(τ

ε = k,ExpWalk(W)ε = dz4)

· S(x1,yi)
1,−1,ε (z1, z2 + 2r1)S

(kε,−yi)
−1,1,ε (z3, z4). (4.42)

Using the fact that

∥(4.42)∥1 ≤
∫

dz2

∫ ∞

0

dk

∫
dz3Pz2(τ

ε = k,ExpWalk(W)ε = dz4)

·∥S(x1,yi)
1,−1,ε (z1, z2 + 2r1)S

(k,−yi)
−1,1,ε (z3, z4)∥1.

(4.43)

Notice that the last operator is a rank-one operator in variable z1, z4. Using the fact

that the trace norm of a rank-one operator is the product of its L2 norm, i.e.

∥|f⟩ ⟨g|∥1 = ∥f∥L2∥g∥L2
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Also, appending the multiplication operator M|ρ|,M−|ρ|, the trace norm becomes

[

∫
dz1e

−2|ρ|z1(S
(x1,yi)
1,−1,ε (z1, z2 + 2r1))

2]1/2
∫

dz4e
2|ρ|z4(S

(kε,−yj)
−1,1,ε (z3, z4))

2]1/2.

The probability term is well understood from classical theory. We cite the following

result in [MQR21]: there exist κ > 0 such that

Pz2(τ
ε ≤ k) ≤ exp{−κ(z2 + C(1 + k)2

k
} (4.44)

From (4.35), it is easy to see that there exist c1, c2 > 0 such that

∥S(x1,yi)
1,−1,ε (z1, z2)∥L2 ≤ c1e

c2z2

since the error in the convergence does not depend on variable z2. The e−2|ρ|z1 is

required since otherwise the residue from −|ε1/2ρ| will not have decay at∞. Thus the

dz2 integral is convergent. For z3 and k, first z3 is the place where the ExpWalk(W )ε

hits the initial condition. There is a natural bound on the place it hits; by our

assumption on the initial condition, we have z3 ≥ −C(1 + s). On the other hand, a

mean 0 random walk with finite variance almost surely cannot grow linearly; thus,

z3 ≤ z2 + ε−1/2s. For the bound on ∥S(k,−yi)
−1,1,ε (z3, z4)∥L2 , it is

(∫
C1

dw1

∫
C2

dw2(ερ
2 − 4w2

1)(ερ2 − 4w2
2)

eF (w1)+F (w2)

2ε−1/2(w1 + w2)− 2|ρ|

)1/2

(4.45)

where F is the expression in (4.35). Here we define F̃ (w1,k) = ε−3/2f1 + ε−1f2

(notice that x in (4.35) becomes −k ).We do not need to add terms involving rk since

we do not consider the regime that rk is large; we do not need to add z3 since it is

not involved in the expansion of ε.

Solving ∂w1F̃ (w1,k) = 0, we see that two roots are 0 and ε1/2k/t. Now we want

to move the contour to the critical point ε1/2k/t. WLOG we can assume that k is

large enough (since we want to investigate the integrability in k) so that we do not

encounter the pole at 2ε−1/2(w1 +w2)− 2ε1/2|ρ|. On the other hand, we also will not

cross the other pole at 1/2 since if ε1/2k/t ≥ 1/2, the integrand in (4.45) is analytic

and the whole integral reduces to 0. Thus, we simply take the contour to be C
π/3

ε1/2k/t
,
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i.e. {ε1/2k/t + re±π/3 : r > 0}. We show that the real part is strictly decreasing:

d(ε−3/2f1 + ε−1f2)(ε
1/2k/t + re±π/3)

dr

= − (4rt2(2rt3 + 4r3t3 + ε1/2k(t2 − 4εk2))

(ε3/2((3r2t2 + (2ε1/2k + (−1 + r)t)2))((3r2t2 + (2ε1/2k + (1 + r)t)2)))
< 0

(4.46)

Notice that (t2− 4εk2) > 0 exactly because of our restriction ε1/2k/t < 1/2. Now we

can use the value of the integrand in (4.45) at ε1/2k/t. We can write F̃ (w, x) in the

following form

F̃ (w, x)

= (
8tw3

3
− 4w2x)

∑
n≥0

3

(2n + 1)n
(ε1/2w)2n + (8tw3 − 8w2x)

∑
n≥1

n− 1

(2n + 1)n
(ε1/2w)2n

= (
w3

3
+ w2x)ν1(ε

1/2w) + (w3 + 2w2x)ν2(ε
1/2w)

(4.47)

where both ν1, ν2 are uniformly bounded in absolute value and non-negative. So

plugging w = ε1/2k/t, we get that there exists δ > 0 such that

F̃ (ε1/2k/t,k) ≤ −(
4

3
− δ)

k3

t2
.

So (4.45) ∈ O(e−( 4
3
−δ)k

3

t2 ), which clearly makes the integral in (4.43) convergent.

Thus, the trace norm is uniformly bounded in ε.

Next, we investigate the other type of kernel in (4.20), the term

(Sepi,yi
0,0 )∗e2r

ε
1Da−x1b−1Db−1

∗ a−x1
∗ e−2rε1DD−1S

epi,−yj
−1,1 .

Write out the integration:∫
z2,z3,k1,k2,z4,z5

S
(−k1−yi)
0,0,ε (z2, z1)Pz2(τ

ε = k1,ExpWalk(W)ε = dz3)

(ari+u−lib−1Db−1
∗ arj+u−lj)(z3, z4) · Pz4(τ

ε = k2,ExpWalk(W)ε = dz5)

· S(−k2,−yj)
0,0,ε (z5, z6)

(4.48)
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Using the same procedure,

∥(4.48)∥1 ≤
∫
z2,z3,k1,k2,z4,z5

Pz2(τ
ε = k1,ExpWalk(W)ε = dz3)

(ari+u−lib−1Db−1
∗ arj+u−lj)(z3, z4) · Pz4(τ

ε = k2,ExpWalk(W)ε = dz5)

∥S(−k1−yi)
0,0,ε (z2, z1)S

(−k2,−yj)
0,0,ε (z5, z6)∥1

(4.49)

The middle operator is the differential of a transition probability; there exists c1, c2 >

0 such that

(ari+u−lib−1Db−1
∗ arj+u−lj)(z2, z3) ≤ ec1z2+c2z3 .

From previous calculations,

Pz2(τ ≤ k1) ≤ exp{−κ(z2 + C(1 + k1))
2

k1

}

Pz3(τ ≤ k2) ≤ exp{−κ(z3 + C(1 + k2))
2

k2

}
(4.50)

Also with a bound on z3, z5 that

−(C + 1)k1 ≤ z3 ≤ z2 + ε−1k1

−(C + 1)k2 ≤ z5 ≤ z3 + ε−1k2

(4.51)

Together with the bound for S
(−k1,−yi)
0,0,ε , S

(−k2,−yj)
0,0,ε in k1,k2,

∥S(−k1,−yi)
0,0,ε ≤ e−c3k3

2/t
2

, ∥S(−k2,−yj)
0,0,ε ∥L2 ≤ e−c4k3

1/t
2

(4.52)

Combining these together,we can see that (4.49) is finite. Analogously, one can show

that all the components in the kernel are uniformly bounded in the trace norm.

Now we can show that the kernel converges in trace norm, following the argument

in [MQR21].

Theorem 4.3.2. The operator DS
(x1,yi)
1,−1,ε e

−(2rε1)DD−1S
epi,−yj
−1,1,ε converges to

DS−t,x1+yi
1,−1 D−1S

hypo(h0),t,−yj

−1,1 in trace norm.

Proof. By Donsker’s theorem ExpWalk(W)ε → B uniformly on compact sets, where

B is a Brownian motion with diffusion coefficient 2. By [MQR21] Proposition 3.2,

Pz2(τ
ε = k,ExpWalk(W)ε = dz4)→ PB(0)=z2(τ ∈ dk,B(τ) ∈ dz4)
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as measures. Since it is uniformly bounded in ε, we can restrict k, z2, z4 to com-

pact intervals, on which the measure is finite. Lastly, using ∥
∫
fεdµε −

∫
fdµ∥1 ≤

∥
∫
fεdµε −

∫
fdµε∥1 + ∥

∫
fdµε −

∫
fdµ∥1, the first term goes to 0 by the dominated

convergence theorem (recall the norm becomes L2 norm on a rank one operator),

and the second term goes to 0 since µε → µ weakly as a finite measure and f is

bounded.

The proof of the kernel

(Sepi,yi
0,0 )∗e2r

ε
1Da−x1b−1Db−1

∗ a−x1
∗ e−2rε1DD−1S

epi,−yj
−1,1 .

is the same. Thus, we showed that our kernel in (4.20) converges in the trace norm.

4.4 Tightness and Markov property

To show that the limiting probability function is the transition probability of a Markov

process, we follow the same scheme in [MQR21]. Since the argument is very similar,

we just point out the method and what is different and needs to be checked in the

half-space case. First, we want to show the tightness, which is a result of Hölder

regularity. We want to show

Proposition 4.4.1. Fix t > 0, assume the initial condition of TASEP hε(0, ·)→ h0

in distribution, in UC. Then for each β ∈ (0, 1/2) and M <∞

lim
A→∞

lim sup
ε→0

P(∥hε(t)∥β,[0,M ] ≥ A) = 0 (4.53)

From the regularity, we can get the tightness; see the section on tightness and the

Markov property [MQR21] .

Tightness gives us that P(h(t,x1) ≤ r1, · · · , h(t,xn) ≤ hn) is a probability dis-

tribution for each fixed t. We want to show that as a process t, it is the transition

probability of a Markov process. Using the fact that the convergence we proved is

uniform over initial conditions hε(0, ·) in sets of locally bounded Hölder β norm for

0 < β < 1/2, using Lemma 3.10 in [MQR21], it finishes the proof of the existence

of a Markov process with transition probability given by (3.2.1), which is the the

half-space KPZ fixed point.

Thus, in the following section, we just need to show (4.53). To prove this, we use

a version of the Kolmogorov continuity theorem:



CHAPTER 4. SCALING LIMIT AND THE HALF-SPACE KPZ FIXED POINT 110

Theorem 4.4.2. Let h(x) be a stochastic process defined for x in an interval [0,M ],

such that for some p > 1 and α > 0,

E[|h(x)− h(y)|p] ≤ C1|x− y|1+α.

Then for every β < α/p, there is a constant C2 = C2(p, α, β, C1) such that

P(∥h∥β,[0,M ] ≥ R) ≤ C2R
−p (4.54)

We will fix t = 1 afterwards since the bound is only in the spatial variable. Let

hε to be the rescaled TASEP height function. Let hε
N to be the cut-off:

hε
N(y) := (hε(y) ∧N) ∨ (−N).

The reason we can have this cut-off is that

lim sup
N→∞

lim sup
ε→0

P( sup
y∈[0,M ]

|hε(y)| ≥ N) = 0.

Let F ε be the cumulative distribution function, i.e. F ε(y1, s1;y2, s2) = P(hε(y1) ≤
s1,h

ε(y2) ≤ s2). Use [MQR21] Lemma C.3, for p ≥ 2,

E[|hε
N(y1)− hε

N(y2)|] = p(p− 1)

∫ N

−N

∫ N

−N

ds1ds2|s1 − s2|p−2

[F ε(y, s1)1s1<s2 + F ε(y1, s2)1s1≥s2 − F ε(y1, s1;y2, s2)]

(4.55)

We analyze the case that s1 < s2 first; the other case is the same. We want to bound∫
−N≤s1<s2≤N

ds1ds2|s1 − s2|p−2[F ε(y, s1)− F ε(y1, s1;y2, s2)] (4.56)

by C(N)|y1−y2|1+α for some constant C(N). The difference of the two square roots

of the determinant can be bounded by

√
det(I − A)−

√
det(I −B) ≤ 1√

det(I − A) +
√

det(I −B)
∥A−B∥1e∥A∥1+∥B∥1+1

The fact that the denominator is bounded in both y1,y2 is because we have the cut-

off at N and both square roots of determinants represent a probability CDF. Since

from (4.3.1), we know the terms on the exponential are bounded, it remains to bound

∥A− B∥1, where A,B are the corresponding kernels for F ε(y1, s1), F
ε(y1, s1;y2, s2).
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Here we need to use the path integral formula for the multi-point distribution (3.3.2).

Recall from (3.102)

KPI−m =

(
−S DS

D−1S −S

)(
V ∗
I −V ∗

I DVI

0 VI

)(
S DS

D−1S S

)(
V ∗
F V ∗

FDVF

0 VF

)
. (4.57)

Using det(I − AB) = det(I − BA), we bring the first matrix to the end. Since the

second matrix does not contain any information about the final configuration, we

focus on (
S DS

D−1S S

)(
V ∗
F V ∗

FDVF

0 VF

)(
−S DS

D−1S −S

)
In the one-point y1, s1 case, the kernel is(

Sl1,l1 DSl1,l1

D−1Sl1,l1 Sl1,l1

)
ε

(
ay

ε
1b10a

−yε1b−1 ay
ε
1b10a

−yε1b−1Db−1
∗ a

−yε1
∗ 10a

yε1
∗ b∗

0 a
−yε1
∗ b−1

∗ 10a
yε1
∗ b∗

)

·

(
−Sl1,l1 DSl1,l1

D−1Sl1,l1 −Sl1,l1

)
ε

=

(
Sr1,l1
0,1 DSl1,r1

1,0

D−1Sr1,l1
0,1 Sl1,r1

1,0

)
ε

(
10 10a

−yε1b−1Db−1
∗ a

−yε1
∗ 10

0 10

)(
−Sl1,r1

1,0 DSl1,r1
1,0

D−1Sr1,l1
0,1 −Sr1,l1

0,1

)
ε

(4.58)

where l1 = (hn + xn − s1 + y1)/2, r1 = (hn + xn − s1 − y1)/2. In the two-point

y1, s1;y2, s2 case, let W ′ = (I − au
′
1
0
a−u′

a−d′
∗ 1

0
ad

′
∗ ) the kernel be

(
Sr2,l2
0,1 DSl2,r2

1,0

D−1Sr2,l2
0,1 Sl2,r2

1,0

)(
(W ′)∗ (W ′)∗a−

y1+y2
2 b−1Db−1

∗ a
− y1+y2

2
∗ W ′

0 W ′

)
(
−Sl2,r2

1,0 DSl2,r2
1,0

D−1Sr2,l2
0,1 −Sr2,l2

0,1

)
(4.59)

Thus, we have where l2 = (−hn + xn − s2 + y2)/2, r2 = (hn + xn − s1 − y1)/2. Notice

that r2 = r1. We define W ′ as the summation of two parts,

W ′ = au
′
(10a

−u′
a−d′

∗ + 1
0
a−u′

a−d′

∗ 10)a
d′

∗ =: W1 + W2.



CHAPTER 4. SCALING LIMIT AND THE HALF-SPACE KPZ FIXED POINT 112

. The part only involves W1 reduces to the one-point case,(
Sr2,l2
0,1 DSl2,r2

1,0

D−1Sr2,l2
0,1 Sl2,r2

1,0

)(
W ∗

1 (W1)
∗a−

y1+y2
2 b−1Db−1

∗ a
− y1+y2

2
∗ W1

0 W1

)

·

(
−Sl2,r2

1,0 DSl2,r2
1,0

D−1Sr2,l2
0,1 −Sr2,l2

0,1

)

=

(
Sr1,l1
0,1 DSl1,r1

1,0

D−1Sr1,l1
0,1 Sl1,r1

1,0

)(
10 10a

−y1b−1Db−1
∗ a−y1

∗ 10

0 10

)(
−Sl1,r1

1,0 DSl1,r1
1,0

D−1Sr1,l1
0,1 −Sr1,l1

0,1

)
.

(4.60)

The rest is

(
W ∗

2 M21

0 W2

)
where

M21 = (W2)
∗a−

y1+y2
2 b−1Db−1

∗ a
− y1+y2

2
∗ W2

+ (W1)
∗a−

y1+y2
2 b−1Db−1

∗ a
− y1+y2

2
∗ W2

+ (W2)
∗a−

y1+y2
2 b−1Db−1

∗ a
− y1+y2

2
∗ W1.

(4.61)

Thus

∥A−B∥1 ≤ ∥A∥1∥

(
W ∗

2 M21

0 W2

)
∥op (4.62)

From the previous section, we know that ∥A∥1 is bounded. For the operator norm of

the matrix, notice that

∥W2∥op = ∥W ∗
2 ∥op = ∥10

a−u′
a−d′

∗ 10∥op.

Notice that the term au
′

and ad
′

∗ can be absorbed into S, thus not appearing in the

operator norm. Let Bε
y2−y1

= ExpWalkε
u′+d′ be the scaled mean 0 version of a−u′

a−d′
∗ ,

thus

∥10
a−u′

a−d′

∗ 10∥op = ∥1s1Bε
y2−y1

1s2∥op ≤
∫ ∞

|s2−s1|
Bε

y2−y1
(y)dy.

For the three terms in M21, notice that in the middle of the terms they have the

common operator

au
′

∗ a
− y1+y2

2 b−1Db−1
∗ a

− y1+y2
2

∗ au
′

= a−y1b−1Db−1
∗ a−y1

∗ ,
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which is the derivative of the transition density of a mean 0 random walk, thus

∥a−y1b−1Db−1
∗ a−y1

∗ ∥op ≤ C

for some constant C. What is left in W1 is 10, whose operator norm is bounded; what

is left in W2 is 1
0
a−u′

a−d′
∗ 10, which can be bounded in the same way above. Thus in

total,

∥

(
W ∗

2 M21

0 W2

)
∥op ≤ C

∫ ∞

|s2−s1|
Bε

y2−y1
(y)dy.

Plug this bound into (4.56),

(4.56) ≤ C

∫
−N≤s1<s2≤N

ds1ds2|s2 − s1|p−2

∫ ∞

|s2−s1|
Bε

y2−y1
(y)dy

≤ CNE[Bε
y2−y1

]p−1 ≤ C(N, p)|y2 − y1|
p−1
2

(4.63)

Using the Kolmogorov continuity theorem (4.4.2) with α = p−3
2

, we get that the

Hölder continuity with β = 1
2
− 3

2p
for any p ≥ 2, which is the bound in (4.54), which

further implies the equation in (4.4.1). Thus, we proved the process is local Hölder

1/2− in space.
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Appendix

5.1 Fredholm determinant and Fredholm Pfaffian

In this section, we review the definition of the Fredholm determinant and some of

the important properties. All the properties are proved either in some textbooks, see

[Sim15, Sim79, Lax02]. For properties regarding the Pfaffian, see [OQR17]. We will

only cite the properties.

Let X be a compact metric space with µ a finite measure on X. Let K : X×X →
C be a continuous function. The K can be thought of as an operator on f ∈ L2(X,µ)

such that

(Kf)(x) =

∫
K(x, y)f(y)dµ(y). (5.1)

Definition 1. The Fredholm determinant is defined by

det(I+λK)L2(X,dµ) = 1+
∞∑
n=1

λn

n!

∫
. . .

∫
det(K(xi, yj))1≤i,j≤ndµ(x1) . . . dµ(xn) (5.2)

Definition 2. Assume K is a 2 matrix-valued skew-symmetric kernel,

K(x, y) =

(
K11(x, y) K12(x, y)

K21(x, y) K22(x, y)

)
; x, y ∈ X

its Fredholm Pfaffian is defined by

Pf(J +λK)L2(X,dµ) = 1+
∞∑
n=1

λn

n!

∫
. . .

∫
Pf(K(xi, yj))1≤i,j≤ndµ(x1) . . . dµ(xn), (5.3)

114
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where the kernel J is defined by

J(x, y) = 1x=y

(
0 1

−1 0

)
.

For a skew-symmetric 2k × 2k matrix A, its Pfaffian is defined by

Pf((ai,j)1≤i,j≤2k) =
1

2kk!

∑
σ∈S2n

sign(σ)aσ(1)σ(2)aσ(3)σ(4) · · · aσ(2k−1)σ(2k). (5.4)

For 2k× 2k skew-symmetric matrix A, it is known that Pf(A)2 = det(A); we also

have the same relation between the Fredholm determinant and the Fredholm Pfaffian.

Proposition 5.1.1. For any skew-symmetric 2× 2 matrix kernel K and λ ∈ C, we
have

Pf(J + λK)2L2(X,µ) = det(I − λJK)L2(X,µ)×L2(X,µ) (5.5)

given that both sides are convergent.

Proposition 5.1.2. (Cyclic property) If K1 : L2(X1)→ L2(X2) and K1 : L2(X2)→
L2(X1), then

det(I + K1K2)L2(X2) = det(I + K2K1)L2(X1) (5.6)

Proposition 5.1.3.

det((I − A)(I −B)) = det(I − A) det(I −B) (5.7)
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